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Abstract 

The increasing air pollution has become a serious concern 
as it links with health issues. Worldwide, it has caused 
premature deaths. The intense research is the need of 
time. One of the main causes of air pollution is the 
existence of particulate matter, i.e. the air contains a 
mixture of solid particles and liquid droplets. These 
particles/droplets cause severe effects on health issues, 
especially breathing problems. This study explores the 
application of Artificial Neural Networks (ANNs) to 
forecast the level of PM2.5 in Islamabad, addressing a 
critical environmental concern impacting public health. 
Using a diverse set of inputs Temperature, Humidity, 
Sulfur Dioxide (SO₂), and Nitrogen Dioxide (NO₂), 
alongside a five-day average of we developed models to 
enhance predictive accuracy. Various neural network 
architectures were evaluated, featuring hidden layers with 
neuron counts ranging from 5 to 25 and a selection of 
input variables. A five-day moving average of PM2.5 was 
also added in two models. Model performances increased 
linearly with the number of model neurons, peaking at a 
20-neuron configuration, yielding a correlation coefficient 
of 0.979 and a root mean squared error of 7.82. For the 
training, the values of R2 increase from 0.949 to 0.98, as 
the number of neurons is increased from 5 to 25 and 
values of RMSE decrease from 7.53 to 5.82. But in 
validation and testing the RMSE values are lowest (8.20 
and 8.13) for n = 20 neurons. The results obtained in this 
work are better than those obtained in the published 
work of the ANN model, in which only chemical 

parameters were utilized. These results highlight the 
importance of input selection and model complexity in 
capturing the intricate relationships inherent in air quality 
data. The study demonstrates that ANNs can be a 
powerful tool for air quality forecasting and provide 
valuable insights for policymakers and public health 
officials.  

Keywords: Artificial neural networks, chemical inputs, 
environmental monitoring, islamabad meteorological 
parameters, PM2.5 prediction, urban air quality 

1. Introduction 

Air pollution, especially particulate matter, is one of the 
biggest problems concerning public health and the 
environment. Fine particulate matter, PM2.5, can reach as 
deep as the lung and cause respiratory and cardiovascular 
problems since it is less than 2.5 micrometers in diameter 
(Kan, 2022; Pope et al. 2002). Few American studies also 
claim that Increased PM2.5 levels lead to 
cardiopulmonary mortality (Laden et al. 2006; Kumar et 
al. 2015). The main cities have led to severe air pollution 
challenges, in general, with significant implications for 
public health (Chen et al. 2013). It has been also explored 
by research that sustained exposure to air pollution can 
reduce the expected life by up to 5.5 years in some areas 
of China (Dentener et al. 2006). The development of PM2.5 
concentration influencers and accurate prediction models 
was paramount to implementing effective mitigation 
strategies. 

Many studies have been conducted on the relationship 
with PM2.5, driven by various environmental factors. 
Meteorological factors, such as temperature, relative 
humidity, and wind speed, were considered key variables 
concerning PM2.5 dispersion and accumulation (Jing et al. 
2020; Xu et al., 2018). For instance, studies in Beijing, 
China, have pointed out that meteorological factors 
contributed significantly to PM2.5 in different seasons. 
Moreover, many studies have pointed out the 
contribution of gaseous pollutants, including nitrogen 
dioxide and sulfur dioxide, to PM2.5 formation (Seinfeld 
and Pandis, 2016; Blanchard and Hidy, 2005). These 
precursors of secondary aerosols comprise a large fraction 
of PM2.5 (Seinfeld and Pandis, 2016).  
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These studies resorted to many statistical and machine 
learning techniques to model PM2.5 concentrations, 
including multiple linear regressions, support vector 
machines, and ANNs. Traditional statistical models in wide 
use, such as multiple linear regression, have been applied, 
but most fail to capture the complex nonlinear 
relationship between PM2.5 and its influencing factors 
(Christopher and Nasrabadi, 2006). In recent years, ANN 
has emerged as a powerful tool for predicting complex 
environmental phenomena. ANNs are increasingly 
important in predicting complex environmental 
phenomena because they can learn nonlinear 
relationships and handle large volumes of data. Some 
studies have used ANN to forecast PM2.5 concentration; 
the results proved much better than those of traditional 
statistical models. For instance, the Iran study used ANNs 
to forecast PM2.5 concentration with meteorological input 
parameters (Goudarzi et al. 2021). It thus proved to be a 
reliable method. Other studies conducted in some parts of 
India have also shown ANNs to be quite effective in 
predicting air quality (Ravindra et al., 2016; Tripathi et al., 
2019; Rao et al., 2021).  

Islamabad is the capital of Pakistan and is considered one 
of the most polluted cities, particularly regarding air 
quality in winter (Rasheed et al. 2014). The very same can 
be said about many other cities within Pakistan, as 
research dealing with this alarming extent of air pollution 
has been documented in major cities like Lahore (Ahmad 
et al. 2020) and, Karachi (Moyebi et al. 2023) and several 
minor towns (Anjum et al. 2021). An accurate model for 
forecasting PM2.5 concentrations will lead to the 
appropriate mitigation measures to curtail this increasing 
issue. 

2. Methodology 

The air quality index is mainly dependent on the value of 
PM2.5. To predict the concentration levels of PM2.5 in 
Islamabad, various models of Artificial Neural Networks 
(ANNs) have been developed and employed by utilizing a 
comprehensive dataset comprising meteorological and 
chemical parameters. The architecture of the ANN is 
shown in Figure 1.  

 

Figure 1. Model 2, which inputs Temperature, Relative humidity, 

Sulphar dioxide, and Nitrogen dioxide together with a five-day 

moving average of PM2.5 

The activation function in ANN architecture was a sigmoid 
function that relates input and hidden layers. The sigmoid 
function is given by  
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−
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Where u is the weighted input to be fed in the activation 
function to find the values in the hidden layer and may be 
found by the following equation 

( )=  1  # 2
ijiu X W  

(2) 

Here Xi are the input parameters and W1ij are the random 
weights. The neurons in the hidden layers acquire the 
values given by Yhidden by substituting equation 2 in the 
activation function.  

( ) ( )= # 3hiddenY f u
 

(3) 

The activation function that links the output and hidden 
layer is the ReLu function. 

( )=  2  # 4
ijout hiddenZ Y W  

(4) 

Where Zout is fed to the activation function to obtain the 
output values. 

( ) ( )=   # 5out outY F Z
 

(5) 

1. Data collection 

The dataset for this study was obtained from the Pakistan 
Environmental Protection Agency, Islamabad. The 
meteorological data for the year 2021 was used in the 
calculation. It includes the variables temperature (T) and 
Humidity (H), together with the chemical variables, 
Sulphur dioxide (SO₂) and Nitrogen dioxide (NO₂). 

2. Preprocessing of the Data 

Before model development, the dataset was preprocessed 
with due care, which included: 

Normalization: Data input features have been normalized 
to enhance model convergence and performance. 

Handling Missing values: To maintain data integrity, the 
missing data entries were filled out by taking averages.  

3. Model Architecture 

Six different ANN architectures were designed depending 
on the choices of input parameters (see Table 1). The 
configuration of each model was 

Input Layer: This contains the selected input parameters, 
ranging from two to five inputs. Figure 1 shows the 
architecture of model 1, the other models have the same 
architecture, the only difference is the choice of input 
parameters.  

Hidden Layer: One hidden layer containing different 
numbers of neurons to obtain the best performance of 
the model. Each model was trained with 5, 10, 15, 20, and 
25 neurons in the hidden layer.  

Output Layer: includes the target variable, PM2.5. 

The performance of the training models was based on the 
following metrics: (1) Mean Squared Error (MSE) to 
quantify the prediction accuracy and (2) Correlation 
Coefficient (R): to estimate the strength of the 
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relationship between actual and predicted values. These 
varying configurations were carried out methodically to 

reach the most effective architecture that could more 
closely predict PM2.5 levels. 

 

Table 1. Showing the configuration of input variables in different ANN models 

ANN Model No. Input Parameters 

1 Temperature, Humidity, Sulphur dioxide, Nitrogen dioxide, and Five days moving average of PM2.5 

2 Temperature, Humidity, Sulphur dioxide and Nitrogen dioxide 

3 Temperature and Humidity 

4 Sulfur dioxide and Nitrogen dioxide 

5 Temperature, Humidity, and Five days moving average of PM2.5 

6 Sulfur dioxide, Nitrogen dioxide, and Five-day moving average of PM2.5 

  

 

2.1.1. Study area 

Islamabad is the capital of Pakistan, situated at a latitude 
of approximately 33.68° N and a longitude of 73.04° E. The 
city is nestled at the foothills of the Margalla Hills and 
sprawls within an area of approximately 906 square 
kilometers with an amalgamation of urban and green 
spaces. 

The city climatically falls into a humid subtropical climate 
category, experiencing distinct seasonal variations 
influencing air quality. Increasing air pollution increasingly 
affected the city, particularly particulate matter (PM2.5), 
which poses significant health risks to its residents. Rapid 
urbanization, increased vehicle emissions, and industrial 
activities contribute to elevated PM2.5 levels, making it 
crucial to study these environmental challenges. 

3. Results and discussions 

The polluted air may contain PM1, PM2.5, and PM10, 
each of these pollutants has a different impact on human 
depending upon their size and interaction ability. PM2.5, 
however, can penetrate the lungs more deeply than the 
other two pollutants and has a greater probability of 
causing severe health issues by interacting with blood 
cells. Due to their small size, PM2.5 can stay longer in the 
environment and play a role in the formation of smog, 
and acid rain (MacDonald, 1989; Mehta, 2010; Gaffney et 
al. 1987; Gaffney et al. 2009). The most probable sources 
of PM2.5 are industrial waste and heavy traffic. The 
people living in densely populated areas may be affected 
seriously due to high concentrations of PM2.5 in the 
environment, they may suffer from skin cancer to lung 
cancer. Air quality mainly depends on the concentration 
of PM2.5. 

The primary purpose of this study was to calculate the air 
quality index using particulate matter (PM2.5). The 
secondary purpose of the study is to develop an artificial 
neural network model to predict PM2.5 using chemical or / 
and environmental parameters. The prediction of PM2.5 
was made by chemical parameters (carbon dioxide and 
Sulphur dioxide) and temperature and relative Humidity. 
Six different models were developed, and PM2.5 was 
predicted using these models. Table 1 mentions six 
different ANN models developed to study and predict 
PM2.5 for Islamabad. The input parameters for this study 
were Temperature, Humidity, Sulfur Dioxide, and Nitrogen 

Dioxide. Additionally, we introduced a five-day average of 
PM2.5 as a fifth input.  

Initially, we tested a variety of hidden neuron 
configurations, as earlier mentioned, to analyze their 
impact on the model's output. 

In Model 1, all four parameters mentioned in Table 1 and 
a five-day moving average of PM2.5 were taken as input 
variables. Again, the model was trained for various 
numbers of neurons (5, 10, 15, 20 and 25). A comparison 
was made between the training validation and testing 
results based on Root Mean Squared Error (RMSE) and 
correlation coefficient (R). It was found that model 2 also 
showed the best performance for 20 neurons. The values 
of RMSE for training validation and testing for 20 neurons 
are 5.91, 8.20, and 8.42, and the correlation coefficient 
values are 0.98, 0.95, and 0.93, respectively. Figure 2 
shows the regression lines for training, validation, testing, 
and all data. The complete results are shown in Table 2.  

 

Figure 2. Regression lines for ANN model 2 with 20 neurons in 

the hidden layer & five variables in the Input layer 

In Model 2, all four parameters mentioned in the Table 1 
were taken as input variables. The data was divided into 
three parts: i.e. 70%, 15%, and 15% for training, 
validation, and testing. The model was trained for various 
neurons (5, 10, 15, 20 and 25). A comparison was made 
between the training validation and testing results based 
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on Root Mean Squared Error (RMSE) and correlation 
coefficient (R). This model shows the best performance 
for 20 neurons. The values of RMSE for training validation 
and testing for 20 neurons are 9.37, 9.87, and 8.42, and 
the values of the correlation coefficient are 0.94, 0.93, 

and 0.97, respectively. Figure 3 shows the regression lines 
for training, validation, testing, and all data. The complete 
results are shown in Table 3.  

 

Table 2. Performance Metrics of ANN with Varying Neuron Counts for PM2.5 Prediction (5 Inputs) 

Neurons 5 10 15 20 25 

5 Input 

One 

outpour 

THNS5 

RMSE R RMSE R RMSE R RMSE R RMSE R 

9.30 0.949 7.53 0.966 6.96 0.975 5.91 0.982 5.82 0.980 

9.31 0.957 8.65 0.965 9.23 0.933 8.20 0.949 8.55 0.962 

9.39 0.932 7.54 0.964 8.78 0.917 8.13 0.931 8.61 0.942 

Table 3. Performance Metrics of ANN with Varying Neuron Counts for PM2.5 Prediction (4 Inputs) 

Neurons 5 10 15 20 25 

4 Input 

One 

output T-

H-N-S 

RMSE R RMSE R RMSE R RMSE R RMSE R 

9.92 0.929 9.30 0.950 9.97 0.944 9.37 0.945 8.82 0.958 

9.80 0.953 9.35 0.926 9.74 0.895 9.87 0.933 9.88 0.900 

10.58 0.953 9.98 0.931 11.14 0.921 8.42 0.969 9.82 0.909 

 

 

Figure 3. Regression lines for ANN model 1 with 20 neurons in 

the hidden layer & four variables in the Input layer 

Figure 4. Regression lines for ANN model 3 with ten neurons in 

the hidden layer & 2 Meteorological variables in the Input layer 

 

Table 4. Performance Metrics of ANN for Meteorological Inputs in PM2.5 Prediction (2 Inputs) 

Neurons 10 

 RMSE R 

2 Meteorological Inputs One output 16.77 0.825 

16.35 0.878 

11.76 0.786 

Table 5. Performance Metrics of ANN for Chemical Inputs in PM2.5 Prediction (2 Inputs) 

Neurons 10 

 RMSE R 

2 Chemical Inputs One output 13.13 0.901 

10.23 0.882 

12.13 0.908 

 

In Model 3, we only utilized the two meteorological 
parameters mentioned in Table 1 as input variables. 
Again, the model was trained for various numbers of 
neurons (5, 10, 15, 20 and 25). It was found that model 3 

shows the best performance for ten neurons in the hidden 
layer; hence, the results of the training validation and 
testing based on Root Mean Squared Error (RMSE) and 
correlation coefficient (R) for ten neurons in the Gidden 
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layer are summarized in Table 4. The values of RMSE for 
training validation and testing for ten neurons are 16.77, 
16.35, and 11.76, and the correlation coefficient values 
are 0.82, 0.87, and 0.78, respectively. Figure 4 shows the 
regression lines for training, validation, testing, and all 
data. The complete results are shown in Table 4.  

 

Figure 5. Regression lines for ANN model 4 with ten neurons in 

the hidden layer & 2 Chemical variables in the Input layer 

In Model 4, we only utilized the two chemical parameters 
mentioned in Table 1 as input variables. Again, the model 
was trained for various numbers of neurons (5, 10, 15, 20, 
and 25). It was found that model 4 also shows the best 
performance for ten neurons in the hidden layer; hence, 
the results of the training validation and testing based on 
Root Mean Squared Error (RMSE) and correlation 
coefficient (R) based on ten neurons are summarized in 
Table 4. The values of RMSE for training validation and 
testing for ten neurons are 13.13, 10.23, and 12.13, and 
the values of the correlation coefficient are 0.90, 0.88, 

and 0.91, respectively. Figure 5 shows the regression lines 
for training, validation, testing, and all data. The complete 
results are shown in Table 5.  

In Model 5, we only utilized the two meteorological 
parameters along with a five-day moving average of 
PM2.5, mentioned in Table 1, which were taken as input 
variables. Again, the model was trained for various 
numbers of neurons (5, 10, 15, 20 and 25). It was found 
that model 5 shows the best performance for 20 neurons 
in the hidden layer; hence, the results of the training 
validation and testing based on Root Mean Squared Error 
(RMSE) and correlation coefficient (R) based on 20 
neurons are summarized in Table 5. The values of RMSE 
for training validation and testing for 20 neurons are 
12.25, 11.59, and 10.63, and the correlation coefficient 
values are 0.92, 0.88, and 0.91, respectively. Figure 6 
shows the regression lines for training, validation, testing, 
and all data. The complete results are shown in Table 6.  

 

Figure 6. Regression lines for ANN model 5 with 20 neurons in a 

hidden layer with two meteorological with 1 Moving Average of 

PM2.5 

 

Table 6. Performance Metrics of ANN for Meteorological Inputs with 20 Neurons in PM2.5 Prediction 

Neurons  20 
 RMSE R 

2 Meteorological Inputs One output 12.25 0.917 

11.59 0.877 

10.63 0.913 

Table 7. Performance Metrics of ANN for Chemical Inputs with 20 Neurons in PM2.5 Prediction 

Neurons 20 

 RMSE R 

2 Chemical Inputs One output 8.25 0.952 

7.82 0.979 

8.29 0.953 

 

These results reflect that the 20-neuron configuration 
gives the right level of complexity to yield optimal 
predictive accuracy.  

In Model 6, we only utilized the two chemical parameters 
and a five-day moving average of PM2.5, as mentioned in 
Table 1, which were taken as input variables. Again, the 
model was trained for various numbers of neurons (5, 10, 
15, 20 and 25). It was found that model 5 shows the best 
performance for 20 neurons in the hidden layer; hence, 
the results of the training validation and testing based on 

Root Mean Squared Error (RMSE) and correlation 
coefficient (R) based on 20 neurons are summarized in 
Table 5. The values of RMSE for training validation and 
testing for 20 neurons are 8.25, 7.82, and 8.29, and the 
correlation coefficient values are 0.95, 0.98, and 0.95, 
respectively. Figure 7 shows the regression lines for 
training, validation, testing, and all data. The complete 
results are shown in Table 7.  

Our results underscore the effectiveness of employing a 
20-neuron configuration for chemical modeling 
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Figure 7. Regression lines for ANN model 6 with 20 neurons in a 

hidden layer with two chemicals with 1 Moving Average of PM2.5 

4. Conclusion 

This study successfully demonstrates the effectiveness of 
Neural Networks in predicting PM2.5 concentrations in 
Islamabad using different meteorological and chemical 
variables. The best predictions correspond to 
configurations of different numbers of neurons for 
different models. To predict PM2.5, six different ANN 
models were developed using various combinations of 
meteorological and environmental variables. Including 
diverse input parameters comprising temperature, 
Humidity, sulfur dioxide, nitrogen dioxide, and a 5-day 
moving average of PM2.5 enhanced the model's ability to 
capture intricate relationships within data sets. The 
significant reduction in mean squared error across various 
input configurations underscores the importance of input 
selection and architecture structure, which can play the 
most crucial role in reliable forecasting. 

It is observed that by considering only two parameters, 
either meteorological or chemical, the results are not so 
promising. However, we get relatively better results at ten 
neurons, as in the case of Model 3 and Model 4. RMSE 
values are higher than those for the other four models. It 
is also why the RMSE values in reference (Ahmed et al. 
2022) are higher than those obtained in this work with the 
combination of environmental and chemical parameters 
as in model 1 and model 2. While adding a parameter, 
that is, the five-day moving average, with either 
meteorological or chemical variables (model 5 and model 
6), results significantly improved, especially in the case of 
chemical parameters (see table 7). It is also observed that, 
overall, Model 2 and Model 6 perform well compared to 
the other four models. Both RMSE and R are the least and 
maximum, respectively. 

These results not only underline the potential of ANN as a 
strong tool in air quality modeling but also provide a 
foundation for future research to optimize predictive 

models for urban environments. As cities like Islamabad 
confront the challenges of air pollution, it therefore calls 
for proper and effective policy in addition to public health 
strategies. 
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