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Abstract 

Among the most significant issues that will impact and pose a major threat to our future 

are global warming and climate change. This study focuses on forecasting India's carbon 

emissions, specifically examining the role of agriculture and agri-related industries, using time-

series data from 1990 to 2020. To achieve this, a machine learning-based approach was 

proposed, utilizing five advanced models AdaBoost, XGB, Gradient Boosting, Random Forest, 

and Linear Regression. These models were selected for their ability to process large datasets, 

identify complex patterns, and provide precise predictions, offering a comprehensive 

framework for estimating carbon emissions. The approach aims to identify the most accurate 

predictive model for estimating carbon emissions, facilitating informed policy interventions 

and strategic planning. The Carbon Budget 2023 research highlights that India's carbon 

emissions increased by 8.2% in 2023, raising significant concerns for environmental 

sustainability. Using the proposed machine learning models, the study facilitates robust data 

prediction. Among the five models, XGB demonstrates superior performance with evaluation 

metrics such as a Mean Absolute Error (MAE) of 19843, Root Mean Square Error (RMSE) of 

24022, Mean Squared Error (MSE) of 5770998, R² value of 0.9, and test accuracy of 99%. 

These findings establish XGB as the most reliable model for forecasting carbon emissions. 

Consequently, XGB emerges as a powerful tool for accurately estimating emissions and 

addressing the challenges posed by climate change. 
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Introduction 

These days, countries all across the world are concerned about global warming. More 

than 95% of scientists who collaborate with the Intergovernmental Panel on Climate Change 

(IPCC) concur with the main causes of global warming are other human (anthropogenic) 

actions and growing greenhouse gas concentrations [1]. Increase in the amount of corrosive 

gases which are frequently referred to as greenhouse gas (GHGs) emissions and include 

perfluorocarbons (PFC), hydrofluorocarbons (HFC), nitrous oxide (N2O), carbon dioxide 

(CO2), and methane (CH4)-affects the equilibrium between the Earth and atmosphere. 

Specifically, one of the main contributors to global warming is CO2 [2]. It's well recognized 

that the greenhouse effect causes CO2 emissions to play a major role in global warming. The 

question of whether or not CO2 causes climate change is up for debate [3], but it is generally 

accepted [4,5] that CO2 emissions are the main factor contributing to global warming. Thirteen 



percent of greenhouse gas emissions and, by extension, climate variation are attributable to 

agriculture. Climate variability can impact agriculture through a variety of means, such as 

altered precipitation patterns, an increased frequency of floods, fluctuations in the average 

temperature, and rising sea levels [6]. Global agricultural output is significantly impacted by 

climate change. The United Nations Department of Economic and Social Affairs (UN-DESA) 

has projected that, there will be 9.7 billion people on Earth by 2050. Producing enough food to 

meet the demands of the expanding population is imperative. As a result, farmers employ a 

range of strategies, such as fertilizer application, crop residue management, soil management, 

land management, etc. These methods have an adverse effect on the environment and often 

cause an increase in the emissions of greenhouse gases (GHGs) in order to meet needs such as 

food consumption, crop yield, etc. Reducing greenhouse gas emissions is one way to mitigate 

climate variation. As a result, it's essential to forecast and assess the greenhouse gas emissions 

produced by the agricultural sector. Carbon dioxide (CO2) is the primary component that 

contributes to the release of greenhouse gasses, which accounts for 81% of all gas emissions 

although making up only 1% of atmospheric gases [7]. The main cause of climate change is 

the atmospheric release of carbon dioxide, which endangers many aspects of human existence. 

The primary cause of climate change is CO2 emissions, which also make global warming an 

increasing issue. [8]. Countries all across the world are tackling this issue head-on as the state 

of the global climate declines. India, the world's third-largest emitter, reported CO2 emissions 

in 2022 of 2830 MtCo2, or 7.6% of global CO2 emissions. It is projected that India, which 

contributes 8% of global emissions, will experience an 8.2% (range 6.7% to 9.7%) increase in 

emissions in 2023 compared to 2022. The country's emissions are expected to increase from 

coal (+9.5%), natural gas (+5.6%), oil (+5.3%) and cement (+8.8%). One of the main factors 

contributing to coal's rise is the fast rise in electricity consumption, which new renewable 

energy sources are unable to meet. Consolidated data indicates that since 2022, India's 

emissions have exceeded those of the European Union [9]. 

Related works 

Several studies have been written with the intention of utilizing various prediction 

models to forecast carbon emissions. The prediction of emissions frequently used traditional 

statistical models like, ARIMA, GM, SARIMAX, and numerous other models.  In contrast, the 

volume, instability, and nonlinearity of time series data are increasing, and this makes standard 

statistical prediction techniques obsolete [10]. Researchers have thus focused on machine 

learning methods, notably deep learning techniques, to address the challenges encountered with 



time series data that is not linear. These prediction-based machine learning models include, 

among others RF, ANN, LSTM and SVM. The increasing prevalence of these models can be 

attributed to their capacity to manage nonlinearity and detect complex patterns within the data. 

Recent advancements in high-dimensional models and supervised machine learning (ML), 

such as the use of ensemble and hybrid models with different inputs and linear and non-linear 

forecasting techniques [11]. A recurrent neural network model with LSTM was utilized to 

forecast the carbon emissions originating from Rwandan agriculture. High levels of prediction 

accuracy (97.64%) and loss accuracy (2.36%) were shown in their findings [12]. B. 

Khoshnevisan et al. have employed ANN to forecast greenhouse gas emissions related to 

strawberry cultivation. Their data indicated that the primary cause of greenhouse gas emissions 

was chemical fertilizer. The 11-6-10-2 structure of the ANN model works best when 

forecasting the generated electricity and emissions of greenhouse gases, resulting in lower 

coefficients for RMSE and MAE measures [13]. Kalra et al. employed DT, ANN, ANN, and 

linear regression to replicate the 65-year association between atmospheric concentrations of 

CO2, N2O, and CH4. According to the authors, ANN outperformed the other methods on the 

basis of the MSE [14]. Magazzino and Mele investigated the connection between the nation's 

GDP, energy use, and emissions of carbon dioxide using yearly statistics ranging from 1970 to 

2017. Additionally, they developed a brand-new machine learning method known as causal 

direction through dependency. The researchers' findings [15] provided evidence in favor of the 

three elements' causal relationships. As a result, Ahmed et al. [16] further utilized three state-

of-the-art machine learning techniques-ANN, SVM, RF and LSTM to evaluate how energy 

consumption affects the release of greenhouse gases in the top emitters of the world. The 

findings demonstrated that although greenhouse gas emissions were decreasing in Russia and 

the USA, they were increasing in China and India in the future [17]. In another study that also 

employed the LSTM model, the factors that significantly contributing to greenhouse gas 

emissions in China and India were population increase, GDP expansion, energy consumption, 

and the development of the financial sector. Bakay and Abulut [18] used Deep Learning 

techniques, SVM and ANN models to anticipate greenhouse gas emissions from Turkey's 

power production industry using a dataset that covered the years 1990 to 2018. The models' R2 

values, which varied from 0.861% to 0.998%, led the authors to the conclusion that each model 

could accurately predict greenhouse gas emissions. From 2000 to 2018, Li et al. [19] looked at 

the connections between China's CO2 emissions and its industrial trends, urbanization, R&D 

spending, foreign investment, and energy consumption. Artificial Neural Networks (ANN), 



ensemble models, and k-nearest neighbors (KNN) were employed. The KNN model yielded 

the highest accurate forecasts compared to the other models used in the investigation.  

The literature review reveals several key insights into the prediction of carbon 

emissions. The increasing complexity of predicting carbon emissions due to the growing 

volume and nonlinearity of data. Traditional statistical models like ARIMA and SARIMAX 

are found to be less effective as they cannot handle the instability and nonlinearity present in 

large datasets. In contrast, machine learning models, particularly deep learning techniques such 

as LSTM, ANN, and ensemble models, are proving more adept at managing these complexities. 

Previous studies demonstrated the effectiveness of models such as ANN and LSTM in 

capturing complex patterns, inspiring the use of advanced algorithms like RF and XGB in this 

research. The literature underscored the importance of accurate predictive tools for policy 

interventions, aligning with the study objective of identifying the most reliable model for 

forecasting carbon emissions. This knowledge base helped refine the research methodology 

and validate the choice of algorithms for better accuracy and performance. 

Materials and methods 

Data Collection and preparation 

This study utilized carbon emissions data spanning 30 years, from 1990 to 2020, 

sourced from FAOSTAT, a globally recognized database that consolidates data across all 

industries and greenhouse gases [20]. FAOSTAT was selected for its comprehensiveness and 

reliability in providing high-quality datasets for climate research. The data highlights that 

approximately 60% of global emissions are attributed to the top 10 emitters, as shown in Figure 

1. The collected data was initially stored in Excel format for ease of accessibility. However, as 

the analytical tools used in the study (Python) did not support direct processing of Excel files 

in this context, the data was converted to the Comma-Separated Values (CSV) format. This 

format was chosen for its compatibility with both software, allowing seamless integration into 

the machine learning workflow. 

To ensure accuracy and model reliability, pre-processing steps were meticulously 

performed on the dataset. These steps included cleaning missing or inconsistent data, 

normalizing values, and ensuring uniformity across all records. Following this, the dataset was 

split into training and testing samples (80:20 ratio) using an appropriate ratio to enable effective 

model training and evaluation. The training data was used to build and fine-tune machine 



learning models, while the test data was reserved for assessing the predictive performance and 

accuracy of these models. 

 

 

Figure 1.  illustrates annual carbon dioxide equivalent emissions (in MtCO₂e, metric 

tons of CO₂ equivalent) from 1990 to 2020 for the top global emitters, including China, the 

United States, the European Union (27 countries), India, Russia, Indonesia, Japan, Brazil, Iran, 

and South Korea. Each line represents the emission trends for a specific country or region, with 

CO₂ emissions on the y-axis and years on the x-axis. These trends are important to understand 

the global contribution to climate change, and they provide context for the study's focus on 

India's rising carbon emissions, particularly from the agricultural and agri-related sectors. (Data 

Source: Climate Watch. 2024). 

Machine Learning Models (MLMs) proposed  

As was covered in the preceding part, India's carbon emissions are rapidly rising and 

posing a major threat to the ecosystem and, eventually, all life. Therefore, lowering these 

emissions should be the top priority for both the government and business. An accurate 

estimation of emissions might be beneficial for developing and implementing policies. Because 

of this, humans possess certain traits and data on carbon emissions for the last 30 years, from 

1990 to 2020. In order to handle missing values, pre-processing and cleaning of a univariate 

dataset were required. Based on these historical statistics, we have used machine learning 

algorithms to project India's carbon emissions for the next ten years. Given the dataset's 



stationary nature and rising trend, we employed five machine learning models for it: XGB, 

adaboost, Gradient Boosting, Random Forest, and Linear Regression. The proposed technique 

differs from existing models by incorporating multiple advanced machine learning algorithms 

to enhance the accuracy and reliability of carbon emissions forecasting. Unlike traditional 

statistical methods, which may rely on linear assumptions and fixed parameters, the machine 

learning models used in this study, such as XGB, AdaBoost and Random Forest, are capable 

of learning from complex, non-linear relationships in large datasets. These algorithms adapt to 

changes in the data and can detect intricate patterns without the need for predefined equations 

or assumptions about the data structure. Furthermore, the use of multiple models allows for 

comparison and validation, ensuring that the most accurate model is chosen for forecasting. 

This approach provides a more dynamic, flexible, and data-driven framework, distinguishing 

it from conventional models that may not fully capture the complexities of the factors 

influencing carbon emissions over time. 

The main advantage of using machine learning algorithms for the predictive model is 

their ability to analyze large, complex datasets and identify intricate patterns that traditional 

statistical methods might overlook. These algorithms can handle non-linear relationships, 

interactions, and high-dimensional data, which enables more accurate and robust predictions, 

especially when forecasting complex phenomena like carbon emissions. MLMs can 

continuously improve their accuracy as more data becomes available, making them highly 

adaptable and effective for long-term forecasting. 

Linear Regression  

The Linear Regression technique was used because of the magnitude of the dataset and 

the fact that the prediction was quantitative rather than qualitative. Using linear regression, this 

approach looks into the distribution of a response variable, Y, that changes depending on how 

the intervening variable, X, is calculated. To offer a prediction, the value of the response 

variable must be eliminated by an accurate computation of the explanatory variable. 

Conversely, regression is the process of using the best straight line to ascertain the relationship 

between eighteen independent variables, one dependent variable. Below is an illustration of the 

regression equation. 

Y = a + (b*X1, b*X2………b*X18) + d 

  

Total emission – Dependent variable (Y) 



Crop Residues Year Rice cultivation, depleted organic soils (CO2), production of 

pesticides, food consumption in households, disposal of waste from agrifood systems, 

production of fertilizers, application of manure to soils, the management of manure and energy 

use on farms Male and female populations, as well as those in rural and urban areas, Minimum 

Temp, Maximum Temp and Mean Rainfall) - Independent variable (X1, X2…… X18) 

a) The intercept; b) The slope and d) The residual (error) 

Random Forest Regressor 

A supervised technique to perform classification regression is the Random Forest (RF) 

Regressor. In order to increase accuracy, the regression method uses ensemble learning, a 

bagging technique that combines individual decision trees. Time series forecasting can also be 

done with this method, albeit the outcomes might not be predictable. Before fitting, the data 

for this model must be correctly prepared. The data has been divided according to carbon 

emissions. The random forest algorithm's ability to tolerate numbers that are not present while 

maintaining accuracy is one of its advantages [21-24]. In this study, 100 trees are created, and 

predictions are made from each tree. The average of all the forecasts is also determined for 

carbon emission, as Figure 3 illustrates. 

 

Train Data 

Test Data 

Tree 1 Tree 2 Tree 100 

Prediction 1 Prediction 2 Prediction 100 

Average all predictions 

Random Forest Prediction 



Figure 2. Random Forest Regressor 

Gradient Boosting Regressor (GBR) 

Initially, machine learning researchers developed boosting strategies to tackle 

classification problems. Several rudimentary models, referred to as "weak learners," are 

frequently combined in this technique to produce a "strong learner" with a higher prediction 

accuracy. Essentially, the GBR method is a numerical optimization process designed to find an 

addition model that minimizes the loss function. Consequently, in order to minimize the loss 

function, the GBR technique iteratively builds a new decision tree at each step. More 

specifically, in regression, the algorithm starts with an initial guess for the model, typically a 

decision tree which decreases the loss function of the regression. The new decision tree is 

subsequently integrated to the old model to update it, with the current residual being applied to 

it at each step. The process keeps repeating until the user-specified maximum number of repeats 

is achieved [25-28]. Because this technique is stage-wise, the decision trees that were 

introduced to the framework in earlier steps are not updated at each subsequent phase.  

 

 

 

 

 

 

 

 

 

 

Figure 3. working model of Gradient boosting regressor and shows how decision trees are 

fitted to the residuals to enhance the model in areas where it performs poorly. 

 

Adaboost regressor 

Tree 1 Tree 2 Tree 3 Tree 100 

𝑟2 = 𝑟1 − 𝑟Ƹ1 𝑟1 = 𝑦1 − 𝑦ො1 𝑟3 = 𝑟2 − 𝑟Ƹ2 𝑟18 = 𝑟18−1 − 𝑟Ƹ18−1 

(𝑋, 𝑟2) 
(𝑋, 𝑦) 

(𝑋, 𝑟1) 
(𝑋, 𝑟18−1) 



A collection of numerous weak learner decision trees called adaptive boosting all 

outperform random guessing by an inadequate a margin. The AdaBoost technique that adapts 

improves the error of succeeding trees by utilizing the gradient of earlier trees. As a result of 

the subsequent tree learning at each stage, a powerful learner emerges. The final forecast 

consists of the weighted average of each tree's forecasts. Moreover, the method feeds future 

trees with knowledge from older trees so they can concentrate on challenging training samples 

[29-32]. AdaBoost employs 50 Decision Tree Classifiers in this investigation. 

Algorithm, 

1. Initialize the weights w1,1...w18,1 to (1/18) and also the overall count of weak students (h)  for 

the training set (xi, yi). 

2.Regarding g in 1 through 18.  

I. Use the square loss function, E = L (f(xi), yi), to calculate the error of each leaner.  

II. Choose the less proficient learner that reduces error.  

III. Concatenate it with the learning rate, A, in the tree-building algorithm  

         Fg(x) = Fg-1(x) + A*hgi. 

IV. Revision of weights w1,1... w18,1.  

3. The ultimate forecast is FG(x).  

XGBoost regressor 

Regression using an extreme gradient boost is called XGBoost regression. It performs 

exceptionally when measured against other learning algorithms. The structure of XGBoost, 

which consists of target functions and base learners, indicates that it is among the most effective 

supervised learning algorithms. The regularization term is used to show how much the actual 

value deviates from the anticipated value, the deviation between the actual and anticipated 

values is displayed by the decrease in the activity, which happens to be a component of the end 

result value [33-36]. XGBoost's ensemble learning uses numerous models, known as base 

learners, to forecast a single result. Since not every base learner is expected to produce a 

negative prediction, the poor predictions cancel out the good ones when put together. A 

regressor is a device that fits a model with predetermined features in order to anticipate an 

unknown output value. In Figure 5, the XGBoost regressor is displayed. 

The XGBoost model is 

 



where K =100(number of decision-tree) 

In the 100th decision-tree, fk(xi) represents the input function, ˆ yi represents the value 

that was predicted, and F represents the set of potential CARTs.  

 

 

Figure 4. XGBoost regressor 

The proposed model's framework is presented in the flowchart showed in Figure 5. It 

demonstrates how the machine learning models we used before have been implemented. 

 

Tree 1 Tree 2 Tree 100 

𝑓1 𝑓2 𝑓100
…. 

𝑦ො = ෍𝑓𝑘(𝑥)

𝑛

𝑘=1

 

𝑥, 𝑦 

Result 



 

Figure 5. Proposed Framework for carbon emission forecasting 

Four performance indicators were employed in order to assess the implemented models' 

correctness. For the ensuing ten years, from 2020 to 2030, carbon emissions are projected using 

the most effective models. Before the models were applied, the data underwent pre-processing 

to account for the missing variables. Training and testing sets of the pre-processed data were 

created. The models' performance on test data indicates that they are capable of accurately 

predicting carbon emissions for the ensuing ten years, up to 2030. 

Evaluation metrics 

Performance measures were covered in this part as a means to determine the models' 

efficiency. Regression is used by these models to predict carbon emissions. We used nine 

distinct evaluation factors to assess the models' efficacy. Before employing these 

measurements, we need to determine the residual error (𝑦−𝑦̂). The values 𝑦 and 𝑦̂ represent the 

expected and actual values. The performance metric listed below was used to assess the models. 

 The sum of the absolute residual errors is known as the Mean Absolute Error (MAE). This 

suggests that whether it's positive or negative doesn't matter. The mean absolute error formula 

is given in Equation 1. 

Carbon Emission 

Data 

Weather Data 

Data 

Preprocessing 

Split dataset into 

Train & Test 

data 

MLMs 

Predicted Results 
Performance 

Analysis 

Linear Regression 

Random Forest Regressor 

Gradient Boosting Regressor 

Ada boost Regressor 

XGBoost Regressor 

MAE 

MSE 

RMSE 

𝑅2 



                                                                (1) 

 

The calculation of Mean Squared Error (MSE) involves first squaring the residual error for 

each data point, as previously mentioned, and then calculating the average. The mean squared 

error formula is given in Equation 2. 

  

(2) 

Where, respectively, 𝑦𝑖 and 𝑦̂𝑖 stand for the actual and predicted values. ‘𝑛’ denotes the quantity 

of data points... 

Root Mean Square Error (RMSE) for short, is a measurement of prediction errors. The 

dispersion of these mistakes is calculated using residuals, which quantify the deviation of data 

points from the regression line. In other words, RMSE quantifies how closely the data points 

cluster around the line of best fit. 

 

(3) 

 

The degree to which the values fit together in respect to the initial values is indicated by the R-

squared. Values ranging from 0 to 1 represent the percentages. The greater the value, the better 

the model 

  

(4) 

where in above three equations, y^ is the production's actual value and y is its expected value. 

Tools used:  

Python is the chosen programming language for this study, covering all stages from 

data extraction to model evaluation. The suggested design's performance is assessed through 

the creation of an application using the Python 3.6 programming environment. This choice is 

based on the fact that Python has strong library support in the fields of AI and machine learning, 

making it perfect for handling problems in the real world. Because Python is portable, it does 



not require a specific operating system, which increases the project's accessibility and 

flexibility. 

4. Results and Discussion 

The implementation of the model covered in the previous section is shown in this 

section. Before using the model, we perform a thorough study of the data to get knowledge 

about the dataset. Because of this, the recommended model's performance is assessed once the 

statistical data are presented in this section. 

Table 1 shows the evaluation criteria values that were determined by each model used 

in this study. 

Evaluation metrics LR RF GDR Ada Boost XGB 

MAE 89052.05 33181.41 22889.01 22889.03 19843.28 

MSE 14755187 95942629 7976705 7960569 5770998 

RMSE 121470.90 50933.90 28243.06 28645.07 24022.09 

R2 0.75 0.956 0.987 0.986 0.990 

Test accuracy (%) 75 95 98 87 99 

Train accuracy(%) 99 99 99 99 99 

 

 

Figure 6. Performance analysis of MAE 

A lower Mean Absolute Error (MAE) number indicates superior model performance, as can be 

seen by comparing the MAE values of the various models. With the lowest MAE value of 

19843 and exceptional 0.99% test accuracy among the evaluated devices, the XGB model is 

clearly the best performance. With test accuracy of 98% and MAE values of 22889.01, the 
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GDR model trails closely behind. With a test accuracy of 95% and a higher MAE value of 

33181, the RF model is still rather respectable. Lastly, the linear regression model has a lower 

test accuracy but the greatest MAE value (89052.05). The XGB model is the ideal one since it 

performs better than the others in terms of test accuracy and MAE values (Figure-6). 

 

Figure 7. Performance analysis of MSE 

As per the MSE definition, a lower score indicates a more robust prediction skill. In this 

experiment, the MSE values varied from 14755187 to 5770998. The results demonstrate that, 

in terms of MSE values, machine learning models perform better than statistical methods. At 

5770998, the XGB model has the lowest MSE value. It is followed by the RF model at 9594262 

and the Ada boost regressor model at 7976705. At last, the greatest value of 14755187 was 

obtained by linear regression (Figure-7). 
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Figure 8. Performance analysis of RMSE 

When assessing predictive ability, a reduced Root Mean Square Error (RMSE) indicates greater 

performance. With an RMSE score of 24022.09, The most effective model among those that 

was examined at was the XGB model. The AdaBoost Regressor model produced a value of 

28645.07, the GDR model produced a value of 24243.06, and the Linear Regression model 

produced the highest value of 121470.9. The RMSE values varied from 121470.9 to 24022.09 

(Figure-8). The statistics clearly shows the extent to which the XGB model performs in 

comparison to the other types that were looked at in terms of prediction accuracy. 

 

Figure 9. Performance analysis of R2 

An indicator of a model's predictive power is its R-squared value. R-squared values for the five 

models under investigation range from 0.75 to 0.99. The models based on statistics all display 

0

25000

50000

75000

100000

125000

LR RF GDR Ada Boost XGB

V
a

lu
e

s

Evaluation metrics 

0

0,2

0,4

0,6

0,8

1

LR RF GDR Ada Boost XGB

V
a

lu
e

s

Evaluation metrics 



lower values in comparison to the average values obtained from the data, suggesting that their 

forecasts are less dependable. The LSTM model obviously outperforms other models, with a 

coefficient R-squared of 0.99, a value that is extremely close to 1.  This indicates that it has 

more predictive power. 

The five machine learning models consistently outperformed all evaluation criteria out of all 

the models that were evaluated. With remarkable MSE, RMSE, MAE, R2, and other measures, 

the XGB model proved to be the most effective at fitting daily data that was collected in close 

to real-time. In terms of performance, the AdaBoost Regressor and GDR models trail closely 

behind. Conversely, the LR model had a restricted fit for forecasting long daily time series 

data, as seen by its poor performance in MSE, RMSE, R2, and test accuracy. Consequently, 

among all the models assessed for this specific task, the LR model is the least chosen one.   

The XGB model outperformed others due to its ability to handle complex datasets, 

integrate decision trees effectively through gradient boosting, and minimize loss with 

regularization. Its evaluation metrics were superior, with the lowest MAE (19843.28), MSE 

(5770998), RMSE (24022.09), and the highest R² value (0.99). These attributes enable XGB 

to learn intricate patterns and interactions in the data, ensuring high prediction accuracy and 

robust results compared to other models. Other models like Random Forest, Gradient Boosting, 

and AdaBoost lack the XGB models optimized regularization features, which reduce 

overfitting and improve generalization. Linear Regression, being a simpler model, could not 

effectively capture the non-linear patterns in the data. While Gradient Boosting and AdaBoost 

were competitive, their tuning capabilities and feature handling were less advanced, resulting 

in slightly inferior prediction metrics. 

On the test dataset, we concurrently displayed the actual and anticipated values of carbon 

missions, as seen in Figure. 10. The orange curve shows the values that the model was expected, 

whereas the curve in the blue colour shows the values that were actually observed. 



 

Figure 10. shows a comparison between the actual and predicted values of a particular dataset. 

The blue line represents the actual values, while the orange line indicates the predicted values. 

Both lines follow a similar trend, suggesting that the prediction model closely matches the 

actual data.  Using machine learning models, we provided the carbon forecast findings for the 

test set, as Figure 10 illustrates. It is apparent that machine learning models' prediction values 

outperform previous, yielding precise and consistent results. These models' exceptional 

predictive accuracy amply illustrates their significant potential. In addition, an analysis of the 

prerequisite values reveals how the XGB model performed better than comparable models in 

the computation of daily carbon dioxide emissions, producing extremely satisfactory outcomes. 

Table 2. Carbon emission prediction for next 10 years (2020 to 2030) 

Year Total Emission 

2020 975465.78 

2021 638020.9 

2022 714591.75 

2023 861775.4 

2024 343444.28 

2025 715862.25 

2026 395854.72 

2027 686273.44 

2028 893278.56 

2029 794890.75 

2030 281816.28 

 



We analyze data from 1990 to 2019 and predict the value for 2020 in order to test the 

accuracy of the anticipated values. In 2020, 97,975,465.78, was the actual value; the expected 

value was 93,458,754.15. There is very little variation between the actual and projected figures 

for 2020. The next step is to project carbon emissions for the ensuing ten years. The positive 

findings of this experiment demonstrate the efficacy of our predictive modelling. 

 

Figure 11. Carbon emission predicted for next 10 years (2021 to 2030) 

This analysis provides important insights into improving existing systems for 

monitoring and mitigating carbon emissions, particularly in the agricultural and agri-related 

sectors. Using advanced MLMs, the study addresses the limitations of traditional statistical 

methods, such as their inability to handle nonlinear and complex data patterns effectively. The 

accurate predictions made by models like XGB can help policymakers and stakeholders 

identify key emission sources and trends with high precision. The study findings also facilitate 

the creation of early-warning systems to monitor potential emission spikes, helping 

governments and industries take proactive measures. The adoption of machine learning models 

can encourage innovation in carbon tracking systems, integrating diverse datasets for 

comprehensive and dynamic analysis. This alignment between advanced technology and policy 

frameworks ensures a more sustainable approach to addressing climate change challenges. 

Conclusion 

The government's attempts to prevent and regulate climate change in India depend 

heavily on the ability to anticipate carbon emissions in near real time with accuracy. This study 

attempts to predict carbon emissions in India by assessing the forecasting capacity of five 
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probabilistic machine learning models with contemporaneous information. The study, which 

focuses on agriculture and other industries connected to agriculture in India, makes use of a 

dataset that spans from 1990 to 2022. The study examines and discusses the five assessment 

criteria, namely MSE, RMSE, MAE, and R2, to assess the predictive abilities of the models 

and identify the most successful model for future predictions. The five machine learning 

models consistently outperformed all evaluation criteria out of all the models that were 

evaluated. 

 The XGB model was the best at fitting daily data that was gathered in almost real-time, 

with impressive MSE, RMSE, MAE, R2, and high-test accuracy values (Zhu et.al). Precise 

estimates of carbon emissions will additionally enable prompt policy and managerial 

adaptations during the current energy transition. Early identification of changes in carbon 

emissions allows policy adjustments to be made more quickly, perhaps saving 1-2 years, when 

compared to calculating yearly emissions. Government-applicable legislation should be 

implemented by all industries in order to successfully reduce carbon emissions. This makes a 

better future for the environment and is in line with the goals of sustainable development.  One 

of the analysis's drawbacks is that it only uses linear historical data to predict carbon emissions, 

ignoring other relevant variables like GDP, energy consumption, and possible future 

governmental actions. Future research should examine the major impact that exogenous 

variables can have on emission patterns. 

The proposed technique can be improved in the future by integrating more advanced 

machine learning and deep learning approaches that can further enhance the model's prediction 

accuracy and adaptability. The potential improvement is the use of ensemble learning 

techniques, which combine multiple models to reduce overfitting and improve prediction 

robustness. For instance, combining XGB with Random Forest or Gradient Boosting could 

yield even better results by capturing a wider range of patterns in the data. Deep learning 

models like LSTM or Recurrent Neural Networks (RNNs) can be explored for their ability to 

handle sequential data and model long-term dependencies, which might improve accuracy for 

forecasting emissions over extended periods. Incorporating additional variables such as 

technological advancements in carbon capture, shifts in agricultural practices, or the impact of 

climate policies, the model could offer more detailed and accurate predictions. 
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