
 

Global NEST Journal, Vol 26, No 2, 05492 
Copyright© 2024 Global NEST 

Printed in Greece. All rights reserved 

 

D. Venkata Vara Prasad, Lokeswari Y Venkataramana, Vikram V, Vyshali S and Shriya B. (2024), Water quality prediction using statistical, 

ensemble and hybrid models, Global NEST Journal, 26(2), 05492. 

Water quality prediction using statistical, ensemble and hybrid 
models 

D. Venkata Vara Prasad, Lokeswari Y Venkataramana, Vikram V, Vyshali S. and Shriya B 

Sri Sivasubramaniya Nadar College of Engineering, Department of CSE, Chennai, India 

Received: 05/11/2023, Accepted: 04/02/2024, Available online: 13/02/2024 

*to whom all correspondence should be addressed: e-mail:  

https://doi.org/10.30955/gnj.005492 

Graphical abstract 

 

Abstract 

Water is an essential elixir for several living organisms to 
function and survive. But it gets contaminated through 
several sources such as industrial wastes, oil spills, marine 
dumping, etc. With a growing population, availability of 
good quality water is of grave importance. This has become 
the motivation to probe into analysis of water quality from 
the outcomes of Statistical and Ensemble methods and to 
find the best working models from both methods. Research 
has been done to predict water quality analysis using 
standalone statistical and ensemble models. So, this 
research focuses on obtaining the best Statistical and 
Ensemble model separately among the models tried. The 
statistical models implemented for comparison are 
Principal Component Analysis (PCA), Hierarchical 
Clustering Analysis (HCA), Linear Discriminant Analysis 
(LDA), Quadratic Discriminant Analysis (QDA). The 
Ensemble models used are Bagging, Boosting and Stacking. 
The models are then combined to build a Hybrid model to 
observe the comparisons between the three. The 
performance metrics used are Confusion Matrix, Accuracy, 

Precision, Recall, F1-score and ROC curve. While 
comparing the models, it is observed that Hybrid model 
produces the most accurate results, hence proving that the 
combination of Statistical and Ensemble model is efficient. 

1. Introduction 

Water bodies have played a critical role in personal and 
industrial uses. Polluted water bodies can lead to series of 
infection and sometimes could even lead to death. Several 
industries like fabrication, food, agriculture, automotive 
and so on, require water quality prediction tools with great 
prediction ability in order to manufacture products with 
good quality. This research aims to analyse the water 
quality to make sure that good quality water is available to 
drink and use for all purposes. Traditional methods like lab 
analysis have several shortcomings and could consume a 
lot of time. This research adopts innovative techniques to 
solve such shortcomings. This research helps to get an 
insight on how combining two best working models can 
produce better results than standalone models. 

Statistical models are mathematical techniques and 
statistical assumptions that generate sample data and 
make predictions. It usually is a collection of probability 
distributions on a set of all possible outcomes of an 
experiment. The Statistical models used in this research are 
Principal Component Analysis, Hierarchical Clustering 
Analysis, Quadratic Discriminant Analysis and Linear 
Discriminant Analysis. Ensemble methods create multiple 
models and combine them to produce better results.They 
usually produce solutions that are higher in accuracy than 
a single model. The Ensemble models implemented are 
Bagging, Boosting and Stacking. The statistical and 
ensemble learning models are combined to form a hybrid 
model. The outcome of the hybrid model is compared with 
ensemble learning and statistics based systems in order to 
analyse the performance of the hybrid model. 

Pham et al. (2020) implemented data intelligence models 
along with ensemble methods in order to predict water 
quality index. The algorithms used were BPNN, ANFIS, SVR 
and MLR to predict the WQI of three stations- Nizamuddin, 
Palla, and Udi along the river Yamuna. The results indicated 
that NNE was the best approach for the prediction of water 
quality index. 
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Nguyen Thi Thuy Linh [Sani Isah et al. 2020] proposed a 
system that applied AI based models like LSTM, ELM, GRNN 
and HW along with ensemble models such SAE and WAE 
(linear) and BPNN-E and HW-E (non-linear) and a hybrid 
random forest ensemble for prediction of dissolved oxygen 
in water. All the hybrid models showed great results but 
HW-RF ensemble seemed to be the best. 

Rodelyn et al. (2018) performance of statistical model in 
water quality prediction. The statistical models used were 
naive model, multiple linear regression, dynamic 
regression, regressiontree, Markov chain, classification 
tree, random forests, multinomial logistic regression, 
discriminant analysis and Bayesian network. Results 
indicated that Bayesian network had the best performance. 

Rahim Barzegar et al. (2018) researched on multi-step 
water quality forecasting using a boosting ensemble multi-
wavelet extreme learning machine model. Results 
indicated that the hybrid version had greater performance 
than the individual models. Between the two hybrids, WA-
ELM had better performance. 

Xingguo Chen et al. (2021) identified suitable model for 
water quality prediction among traditional, ensemble, 
cost-sensitive, outlier detection learning models and 
sampling algorithms. The Traditional models used were 
decision tree, Logistic regression, K-nearest neighbour, and 
support vector machine. The ensemble techniques chosen 
were RF, DCF, and gradient boosting decision tree. DCF was 
found to be best performing among all the chosen models. 
Cost sensitive RF and AdaCost were also observed to 
produce excellent results. 

Gozen Elkiran et al. (2019) researched on Multi-step ahead 
modelling of river water quality parameters using 
ensemble artificial intelligence-based approach. The AI 
models used were BPNN, ANFIS, SVM and a traditional 
linear model ARIMA along with three other ensemble 
techniques to enhance their performances. The 
performance metrics used were Determination coefficient 
and root mean square error. For SL1, ANFIS has better 
results, for SL2, ANFIS had better performance too. 
However for SL3, SVM had better results compared to 
others. To increase performance, ensembling was used. It 
was recorded that NNE was proved the most effective of all 
other techniques. 

Zengrui et al. (2019) attempted to design a data pre-
processing model based on statistical detection methods. 
The statistical methods chosen were quartile detection 
method and Z-score method. The main functionality was 
based on quartile detection method, but its screening result 
was corrected by the Z-score method. The result after 
screening was processed into a matrix format. 

Y. Khan et al. (2017) proposed an ensemble of ANN and 
ANFIS for water quality prediction and analysis. The 
research used a hybrid of ANN and ANFIS in order to record 
the prediction accuracy. Results indicated that the ANN-
ANFIS model was the most accurate with greater prediction 
accuracies. 

Ozgur Kisi et al. (2020) proposed a new ensemble model 
called Bayesian model averaging to predict dissolved 

oxygen lecvels in water. The proposed model was 
compared with extreme learning machine, artificial neural 
network, adaptive neuro-fuzzy inference system, 
classification and regression tree and multilinear 
regression. The proposed model performed best. 

Li-ming (Lee) he et al. (2008) developed an ANN model to 
predict TC, FC and EN. The model was found to have great 
performance with fast prediction ability. They also 
indicated that the model is ready to be employed to other 
coastal beaches too. 

A. Najah et al. (2011) used models such as multi-layer 
perceptron neural networks, ensemble neural networks 
and support vector machine. It was cited that SVM was 
found to overcome all the drawbacks of the other models. 

Navideh Noori et al. (2020) researched on water quality 
prediction using SWAT-ANN coupled approach. The 
research indicated that hybrid models can be more robust 
and accurate than standalone models. 

Sanghyun Park et al. (2020) researched on variable update 
strategy to improve water quality 

forecast accuracy in multivariate data assimilation using 
ensemble kalman filter. The Hydrologic Simulation 
Program-Fortran (HSPF) model and the Environmental 
Fluid Dynamics Code (EFDC) model were employed. The 
case which had CHL, PO4 3–P, NH4+-N, and DO as 
parameters was found to be the best performing case. 

Ali Omran Al-sulthani et al. (2021) proposed ensemble 
data-intelligence models for surface water quality 
prediction. The ensemble models used were Quantile 
regression forest, random forest, radial support vector 
machine, stochastic gradient boosting and gradient 
boosting machines. The results indicated that the QRF 
model seemed to have the maximum performance. 

Leizhi Wand et al. (2021) researched on improving 
robustness of Beach water quality modeling using Stacking, 
an ensemble approach. The outcome of five common 
individual machine learning models - multiple linear 
regression, partial least square, sparse partial least square, 
random forest, and Bayesian network were taken as input 
for another model that gave the final prediction. The 
performance metrics used were Cross validation, MSE and 
accuracy. It was observed that different models performed 
well for different samples. 

Abobakr Saeed Abobakr Yahya et al. (2019) developed a 
model using SVM to predict water quality. The model was 
found to be very efficient and robust. 

D. Venkata Vara Prasad et al. (2020) explored different 
types of machine learning algorithms to predict the water 
quality index and the water quality class. The ML models 
used were support vector machine, decision tree, logistic 
regression, random forest, and naive Bayesian. The 
performance metrics were accuracy and precision. Among 
all the algorithms, the random forest algorithm produced 
an accuracy of 95% which was the highest with least 
execution time. 

D. Venkata Vara Prasad et al. (2021) researched on Machine 
Learning algorithms for comparing AutoML and an expert 
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architecture built by the authors to evaluate the Water 
Quality Index and the Water Quality Class. The results 
indicated that the accuracy of AutoML and TPOT was 1.4% 
higher than conventional ML techniques for binary class 
water data. In the case of Multi class water data, AutoML 
was 0.5% higher and TPOT was 0.6% higher than 
conventional ML techniques. (2021) 

Venkata Vara Prasad D et al. (2021) explored many deep 
learning algorithms to predict the Water Quality Index and 
the Water Quality Class. The dataset was collected from 
Korattur Lake in the Chennai city, Tamilnadu. . The deep 
learning models used were Artificial Neural Network, 
Recurrent Neural Network and Long-Short Term Memory. 
The performance metrics used were accuracy, precision 
and the execution time. The results indicated that LSTM 
produced the highest accuracy of 94% and also consumed 
the least execution time. (2020) 

Shuangyin Liu et al. (2012) presented a hybrid model called 
real-value genetic algorithm support vector regression 
(RGA–SVR), which searched for the optimal SVR 
parameters using real-value genetic algorithms, to further 
construct the SVR models. The results showed that 

RGA–SVR performed better than the traditional SVR and 
back-propagation (BP) neural network models based on 
the root mean square error (RMSE) and mean absolute 
percentage error (MAPE). 

Yunrong Xiang et al. (2009) dealt with water quality 
prediction model through application of LS-SVM. LS-SVM 
along with particle swarm optimization (PSO) was used for 
time series prediction. Testing the model showed high 
efficiency in predicting the water quality of the Liuxi River. 

Chenguang Song et al. (2022) proposed a hybrid model 
based on the ensemble learning method that combined the 
entire ensemble empirical mode decomposition with 
adaptive noise (CEEMDAN) and improved LSTM to predict 
the water quality parameters. The results showed that the 
proposed model had greater accuracy than models. 

Zilin Li et al. (2022) presented a new stacking ensemble 
model for detection of water quality using multiple 
parameters. The stacking method had a higher true 
positive rate, lower false positive rate and higher F1 score. 

Park Jungsu (2021) developed an ensemble machine 
learning model to predict Suspended sediment 
concentration using the XGBoost (XGB) algorithm. The RSR 
were 0.51 and 0.57 in the two monitoring stations for 
Model 2, respectively, while the model performance 
improved to RSR 0.46 and 0.55, respectively, for Model 1. 

Park Jungsu (2022) developed an XGBoost ensemble 
machine learning (ML) model from 18 input variables to 
predict Chl-a concentration.This study successfully 
demonstrated a good example of XAI application to 
improve the ML model performance in predicting water 
quality. Lingbo Li et al. (2022) evaluated five tree-based 
models- classification tree, random forest, CatBoost, 
XGBoost, and LightGBM, and employed an explanation 
method SHAP to explain the models used. The results 
suggested that the combination of LightGBM and SHAP had 

good potential to develop interpretable models for 
predicting microbial water quality in freshwater lakes. 

Farid Hassanbaki Garabaghi et al. (2021) analysed the 
performance of four machine learning algorithms with 
ensemble learning approach and proposed a classifier with 
highest performance. Three feature selection methods 
employing machine learning were applied.As a result 
XGBoost classifier was suggested as the best classifier with 
the maximum accuracy of 95.606%. 

Arshia Fathima et al. (2014) the present study focuses on 
devising a prediction model for BOD using ensemble 
techniques in data mining. A correlation coefficient of 
0.9541 was obtained for the proposed model. Bagging for 
the river data showed good results without over-fitting. 

Rosaida Rosly et al. (2022) researched methods boosting, 
bagging, and stacking. The result showed that the stacking 
method with MLP algorithm achieved higher accuracy of 
96.39%. 

Dipankar Ruidas et al. (2022) researched on Bagging, 
random forest (RF), and an ensemble of bagging and RF 
were employed to assess the HHRM. Performance was 
analysed using several statistical validating methods. The 
results showed that ensemble technique was best 
performing. 

The authors Lateko, A. A et al. (2021) proposed an 
approach for one-day to three-day ahead PV power hourly 
forecasting based on the stacking ensemble model with a 
recurrent neural network (RNN) as a meta-learner.  

Li, Z et al. (2022) The stacked ensemble model was 
constructed with machine learning base models and meta-
learners trained using cross validation to identify important 
water quality parameters and detect the water 
contamination in water distribution system. 

Reddy, P et al. (2023) The quality of Continuous 
Assessment Tests (CAT) question papers was better 
understood using machine learning techniques. 

Dietterich, T. G et al. (2000) compares the effectiveness of 
randomization, bagging, and boosting for improving the 
performance of the decision-tree algorithm C4.5. 
Randomization is slightly better than bagging but not 
accurate as boosting. 

Mosavi, A et al. (2021) compared the four ensemble 
models, Boosted generalized additive model (GamBoost), 
adaptive Boosting classification trees (AdaBoost), Bagged 
classification and regression trees (Bagged CART), and 
Random Forest (RF). Ground water quality was predicted 
using these ensemble models. Recursive Feature 
Elimination (RFE) was used to identify prominent ground 
water parameters. Bagging models (i.e., RF and Bagged 
CART) had a higher performance than the Boosting models 
(i.e., AdaBoost and GamBoost). Random Forest out 
performed other models with 86% accuracy. 

2. System design 

2.1. Dataset collection 
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Out of 4 datasets under study, three are taken from 
Korattur Lake, located in Chennai, capital of Tamil Nadu, 
one of the states in South India. The Korattur Lake occupies 
an area of 990 acres and has always been one of the major 
sources of drinking water. The dataset has observations 
made over a 12-year period from 2009 to 2021. The three 
datasets from Kaggle have 9 attributes- pH, TDS, Turbidity, 
Phosphate, Nitrate, Iron, COD (mg/L), Chlorine and Sodium. 
The last dataset is obtained from Kaggle, an open-source 
environment, which is a subsidary of Google. Kaggle allows 
users to upload as well as download datasets as well as 
publish models in a data science environment which is 
totally web based. 

2.2. Datasets description 

2.2.1. Binary Class Dataset from Korattur Lake 

The rows in the dataset are classified into two classes 0 and 

1 based on 9 attributes. The size of the dataset is 5001  
10, that is it has 5001 rows and 10 columns including the 
class label. 

2.2.2. Binary class dataset from kaggle 

The rows in the dataset are classified into two classes 0 and 
1 based on 20 attributes. The 20 attributes are - Aluminium, 
Ammonia, Arsenic, Barium, Cadmium, Cloramine, 
Chromium, Copper, Fluoride, Bacteria, Lead, Nitrates, 
Nitrites, Mercury, Perchlorate, Radium, Selenium, Silver 

and Uranium. The size of the dataset is 8000  21, that is it 
has 8000 rows and 21 columns including the class label. 

2.2.3. Three class dataset from korattur lake 

The dataset has three classes namely 0, 1 and 2 where 0 
indicates that the quality of water is excellent, 1 indicates 
that the water is good, and 2 indicates that the water 

quality is poor. The size of the dataset is 10140  10, that is 
it has 10140 rows and 10 columns including the class label. 

2.2.4. Five class dataset from korattur lake 

The dataset consists of five classes where 0 stands for 
excellent, 1 stands for good, 2 stands for average, 3 stands 
for bad and 4 for poor water quality. The size of the dataset 

is 5100  10, that is it has 5100 rows and 10 columns 
including the class label. 

2.3. Data splitting 

To find out the performance of the Models to be 
implemented, it is important to split the data into training 
and testing data. After dataset splitting, the model is 
trained with the training data and then tested on parts of 
data for finding accuracy of the model for its performance 
analysis. The dataset was split in the ratio of 4:1 for training 
and testing respectively. 

2.4. Exploratory data analysis 

2.4.1. Binary Class Dataset from Korattur Lake 

According to the box plot made on the features of the 
Binary Class dataset sourced from Korattur Lake as shown 
in Figure 1, it is derived that there are no outliers on any of 
the features. 

 

Figure 1. Box plot of Binary Korattur dataset 

2.4.2. Binary class dataset from kaggle 

According to the radar plots made on the features of the 
Binary Class dataset sourced from Kaggle as shown in 
Figures 2 and 3, it is derived that there are some outliers on 
all the features including Aluminium, Ammonia, Arsenic, 
Barium, Cadmium, Cloramine, Chromium, Copper, 
Fluoride, Bacteria, Lead, Nitrates, Nitrites, Mercury, 
Perchlorate, Radium, Selenium, Silver and Uranium. 

 

Figure 2. Binary Kaggle data-set - Overview from range 0 to 2 

 

Figure 3. Binary Kaggle data-set - Overview from range 0 to 18 

2.4.3. Three Class Dataset from Korattur Lake 

According to the box plot made on the features of the three 
Class dataset sourced from Korattur Lake as shown in 
Figure 4, it is derived that there are no outliers on any of 
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the features including pH, TDS, Turbidity, Phosphate, 
Nitrate, Iron, COD (mg/L), Chlorine and Sodium. 

 

Figure 4. Boxplot for Three Class Korattur Lake dataset 

2.4.4. Five Class Dataset from Korattur Lake 

 

Figure 5. Five class Korattur Lake dataset 

According to the radar plot made on the features of the five 
class dataset sourced from Korattur Lake as shown in 
Figure 5, it is derived that there are no outliers on any of 
the features including pH, TDS, Turbidity, Phosphate, 
Nitrate, Iron, COD (mg/L), Chlorine and Sodium. 

2.5. Data cleaning 

There were no missing values in any of the datasets, so 
missing values were not taken care of. The data did not 
have any outliers, so the data was noise-free. The data had 
no structural errors, unwanted outliers, missing data so 
there was no major cleaning to be done. 

2.6. Models comparison and analysis 

The Statistical and Ensemble models were compared in 
parallel and the results were analysed to obtain the most 
efficient Statistical and Ensemble model separately. The 
conclusions were drawn based on the data in hand in 
context of the case being studied. 

2.7. Hybrid model 

The architecture diagram for the hybrid model is shown in 
Figure 6. The flow of the data is seen to first go to the 
selected Statistical model, then to the Ensemble model. 
The data is trained and tested through these two models 
which combine to form the hybrid model. The Hybrid 
model is then used to predict the result. 

3. Implementation 

This research engages two parallel techniques, such as 
Statistical models and Ensemble models, and applies to the 
data. Various Machine and Deep Learning techniques are 
combined to construct the Ensemble models. They are 

built, trained, and the results are obtained. Using the 
results, conclusions are drawn to select the best 
performing Statistical and Ensemble model to build the 
Hybrid Model. 

3.1. Statistical techniques 

3.1.1. Principal component analysis 

PCA is used for dimensionality reduction, (i.e) reduces the 
feature space by removing noisy and unclean features from 
a real world dataset. Thus makes the dataset easier to 
visualize, analyze and interpret. Two classes come under 
PCA - Feature Elimination, Feature Extraction. In this 
research, feature extraction is used. 

3.1.2. Hierarchical clustering analysis 

HCA’s objective is to group several features/data points in 
such a way that they are close to one another. The 
fundamental technique is to repeatedly calculate the 
distance between the features and further calculate the 
distances between the clusters once the features/data 
points start forming clusters. The outputs are usually 
represented as a dendrogram. Two methods that fall under 
HCA are Divisive methods and Agglomerative methods. 
Here, Agglomerative method is used. 

 

Figure 6. Architecture of the Hybrid Model 

3.1.3. Linear discriminant analysis 

Linear Discriminant analysis is also a dimensionality 
reduction method used to model the differences between 
the groups/classes. The higher dimension space is 
projected into the lower dimension space. 

3.1.4. Quadratic discriminant analysis 

QDA is quite related to linear discriminant analysis (LDA). 
QDA is a generative model and it assumes that every class 
follows a Gaussian distribution. 

3.2. Ensemble techniques 

3.2.1. Bagging 

In parallel methods we fit the different considered learners 
independently from each other and, so, it is possible to 
train them concurrently. This approach is “bagging” 
(“bootstrap aggregation”) that aims at producing an 
ensemble model that is more robust than the individual 
models composing it. The bagging approach is depicted in 
the Figure 7. 
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Figure 7. Bagging 

3.2.2. Boosting 

The idea is to fit models iteratively such that the training of 
models at a given step depends on the models fitted at the 
previous steps. This approach produces an ensemble 
model that is in general less biased than the weak learners 
that compose it. The boosting approach is depicted in the 
Figure 8. 

 

Figure 8. Boosting 

3.2.3. Stacking 

The idea is to learn several different weak learners and 
combine them by training a meta-model to output 
predictions based on the multiple predictions returned by 
these weak models. So, two things are defined in order to 
build our stacking model: The L learners to fit the model 
and the meta-model that combines them. Stacking is 
applied to single learners (first-level learners) constructed 
by different models. The meta-learner (second-level 
learner) is constructed by combining the training of 
different models to predict the output [Zhou 2012; Lateko 
et al. 2021]. The stacking approach is depicted in the Figure 
9. 

 

Figure 9. Stacking 

3.3. Model Evaluation Metrics 

3.3.1. Confusion Matrix 

The Confusion Matrix is a matrix used for making out the 
performance of a classification model. The confusion 
matrix compares the actual values with the predicted 
values by the model. 

3.4. Accuracy 

Accuracy is the ratio of number of correct predictions to 
the total number of predictions. The closer the Accuracy of 
a model is to 1, the better the model. 

In mathematical form, it may also be represented as 
follows: 

3.5. Precision 

( )
( )

 
Accuracy=

TN TP

TN TP FN FP

+

+ + +
 

(1) 

Precision attempts to find the proportion of positive 
identifications that was actually correct. Eg: It refers to the 
rate of number of samples correctly predicted as drinkable 
out of all the samples classified as drinkable by the model. 

3.6. Recall 

( )
Precision=

TP

TP FP+
 

(2) 

Recall refers to the proportion of actual positives that was 
identified correctly. Eg: It refers to the number of samples 
correctly predicted as drinkable out of all the samples that 
are actually drinkable. 

3.7. F1-Score 

( )
Recall=

TP

TP FN+
 

(3) 

F1-score is the harmonic mean of precision and recall. F1-
score ranges between 0 and 1. The closer it is to 1, the 
better the model. 

( )
Precision*Recall

1  2
Precision+Recall

F score− = 

 

(4) 

3.8. ROC curve 

ROC curve (receiver operating characteristic curve) is a 
graph showing the performance of a classification model at 
all classification thresholds. AUC stands for ”Area under the 
ROC Curve.” 

4. Results 

4.1. Statistical models 

4.1.1. Binary korattur lake dataset 

Table 1. Binary Class Korattur Lake Dataset Classification using 

Statistical Models 

Statistical Algorithm Accuracy 

Principal Component Analysis 0.87 

Hierarchical Clustering Analysis 0.53 

Linear Discriminant Analysis 0.91 

Quadratic Discriminant Analysis 0.95 
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Here, Quadratic Discriminant Analysis (QDA) is the most 
efficient algorithm with an accuracy of 95% as mentioned 
in the Table 1. 

4.1.2. Binary Kaggle Dataset 

Table 2. Binary Class Kaggle Dataset Classification using Statistical 

Models 

Statistical Algorithm Accuracy 

Principal Component Analysis 0.88 

Hierarchical Clustering Analysis 0.57 

Linear Discriminant Analysis 0.88 

Quadratic Discriminant Analysis 0.87 

Here, Linear Discriminant Analysis (LDA) is the best 
algorithm with an accuracy of 88% as mentioned in the 
Table 2. 

4.1.3. Three Class Korattur Lake Dataset 

Table 3. Three Class Korattur Lake Dataset Classification using 

Statistical Models 

Statistical Algorithm Accuracy 

Principal Component Analysis 0.75 

Hierarchical Clustering Analysis 0.38 

Linear Discriminant Analysis 0.92 

Quadratic Discriminant Analysis 0.94 

Here, Quadratic Discriminant Analysis (QDA) is the most 
efficient algorithm with an accuracy of 94% as mentioned 
in the Table 3. 

4.1.4. Five Class Korattur Lake Dataset 

Table 4. Five Class Korattur Lake Dataset Classification using 

Statistical Models 

Statistical Algorithm Accuracy 

Principal Component Analysis 0.75 

Hierarchical Clustering Analysis 0.17 

Linear Discriminant Analysis 0.94 

Quadratic Discriminant Analysis 0.97 

Here, Quadratic Discriminant Analysis (QDA) is the most 
efficient algorithm with an accuracy of 97% as mentioned 
in the Table 4. 

Overall, we can see that QDA is the most efficient algorithm 
from all the Statistical models. 

So, it is chosen as the Statistical Algorithm to be used in the 
Hybrid Model. 

4.2. Ensemble Models 

4.2.1. Binary korattur lake dataset 

Table 5. Performance metrics for binary Korattur Lake dataset 

using Ensemble Models 

Ensemble 
Algorithm 

Precision Recall F1-
Score 

Accuracy Time (in 
seconds) 

Bagging 1.0 1.0 1.0 1.0 0.464 

Boosting 1.0 1.0 1.0 1.0 0.081 

Stacking 1.0 1.0 1.0 1.0 2.916 

Here, all three algorithms work best with an accuracy of 
100% as mentioned in the Table 5. 

 

 

 

4.2.2. Binary Kaggle Dataset 

Table 6. Performance metrics for binary Kaggle dataset using 

Ensemble Models 

Ensemble 
Algorithm 

Precisi
on 

Recall F1-
Score 

Accuracy Time (in 
seconds) 

Bagging 0.898 0.785 0.837 0.967 6.321 

Boosting 0.7 0.047 0.089 0.88 0.114 

Stacking 0.916 0.8 0.854 0.96 11.324 

Here, the Bagging Algorithm works best with an accuracy 
of almost 97% as mentioned in the Table 6. 

4.2.3. Three Class Korattur Lake Dataset 

Table 7. Performance metrics for three class Korattur Lake 

dataset using Ensemble Models 

Ensemble 
Algorithm 

Precision Recall F1-
Score 

Accuracy Time (in 
seconds) 

Bagging 1.0 1.0 1.0 1.0 2.482 

Boosting 0.99 0.99 0.99 0.99 0.101 

Stacking 0.99 0.99 0.99 0.99 7.746 

Here, the Bagging Algorithm works best with an accuracy 
of 100% as mentioned in the Table 7. 

4.2.4. Five Class Korattur Lake Dataset 

Table 8. Performance metrics for five class Korattur Lake dataset 

using Ensemble Models 

Ensemble 
Algorithm 

Precision Recall F1-
Score 

Accuracy Time (in 
seconds) 

Bagging 1.0 1.0 1.0 1.0 2.468 

Boosting 1.0 1.0 1.0 1.0 0.165 

Stacking 0.99 0.99 0.99 0.99 10.444 

The performance of bagging and boosting is better 
compared to sacking approach which is given in the Table 
8. 

Here, both the Bagging and Boosting algorithms work best 
with an accuracy of 100%. Overall, Bagging model performs 
best. Hence, Bagging is chosen to be used in the Hybrid 
Model.  

The time taken to predict the quality of water by each 
ensemble model is also tabulated. It is identified that 
boosting method takes least time compared to bagging and 
stacking. Stacking method takes lot of time as it has to 
construct the meta learner from the different base 
learners. 

4.3. Hybrid Model 

The Hybrid Model is the combination of both the best 
Statistical method - QDA and Ensemble method - Bagging. 
The combination of both QDA and Bagging was done using 
the voting classifier. The voting classifier is an ensemble 
classifier algorithm which trains various base models / 
estimators. The prediction is then done based on the 
combination of the findings of each base estimator. 

4.3.1. Korattur Lake Dataset 

The Hybrid Model performs with an accuracy of 100% on 
the Binary Class Korattur Lake Dataset. 

4.3.2. Kaggle Dataset 

The Hybrid Model performs with an accuracy of 96% on the 
Binary Class Kaggle Dataset. 
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4.3.3. Three Class Korattur Lake Dataset 

The Hybrid Model performs with an accuracy of 100% on 
the three Class Korattur Lake Dataset. 

4.3.4. Five Class Korattur Lake Dataset 

The Hybrid Model performs with an accuracy of 100% on 
the five Class Korattur Lake Dataset. 

4.4. Comparison 

Bagging and Hybrid models performed the best for both 
binary and multi-class classification of Korattur Lake water 
data. While these models resulted with 96% and 97% for 
Bagging and Hybrid respectively for water dataset collected 
from Kaggle. QDA method resulted with  87% and ~94% to 
~97% for water dataset from Kaggle and Korattur Lake 
(Figure 10). 

 

Figure 10. Accuracy comparison of the Ensemble, Statistical and 

Hybrid models across all the dastasets. 

5. Conclusion 

The evaluation and performance comparison of Statistical 
and Ensemble models were done and a Hybrid model was 
implemented, combining both. The results of the Hybrid 
model was compared with both the best performing 
Statistical and Ensemble models. According to the 
performance comparison of the three models, the Hybrid 
model is observed to be performing the best, irrespective 
of the dataset used. As a part of our future work, this 
research intends to expand its scope by introducing 
timestamp into the Binary, Three-Class and Five-Class 
Korattur lake water data, because the records of the 
dataset are ordered by time. This research intends to 
expand the scope of the project by implementing a time-
series models such as : MA(Moving Average), ARIMA (Auto 
Regressive Integrated Moving Average), SARIMA (Seasonal 
Auto Regressive Integrated Moving Average) using the 
above timestamped datasets. 
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