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ABSTRACT 

Deep groundwater data reflects hydrological processes, climate change and variability, as well as 
any anthropogenic influence. Decomposition of deep groundwater signal examines the history of the 
groundwater region. Detrending is a vital step in decomposition of groundwater time series because 
it is expected to remove anthropogenic effects and long-term cyclic patterns. Eight detrending 
methods were applied to long-term groundwater records monitored in the Lower Chao Phraya basin 
in Thailand. Detrended residuals and subsequently periodograms of the residuals were computed by 
applying the Fourier series analysis. The result from this study indicates that the 5

th
 order polynomial 

interpolation provides the trendlines that significantly relate to the groundwater withdrawal 
background. The detrended residual function is imbedded with two major cyclic patterns, which can 
be the result from global climate variability, e.g. Indian Ocean Dipole and the El Niño Southern 
Oscillation. The magnitude of deep groundwater dynamics as the result from the anthropogenic 
effect, is much greater than that of the climate variability in this region. In addition, this study 
demonstrates that caution must be exercised when fitting groundwater time series with different 
detrending techniques can yield mistaken cyclic patterns and may infer to different climate variability 
phenomenon. 
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1. INTRODUCTION 
Groundwater system not only is naturally dynamic but also changes with time in response to both 
climate stresses and human activities (Alley et al., 2002). Pressures from human activities on 
groundwater resources come from the population growth, agricultural increases, and rapid 
expansion of urban areas (Gunatilaka, 2005).The major man-made problem on the groundwater 
resource is the overexploitation of the resource, especially in large cities of a number of countries in 
Asia, e.g. China, India, Indonesia, Nepal, the Philippines, Thailand and Vietnam (UNEP, 2002; ADB, 
2007; WEPA, 2007). Bangkok, the capital city of Thailand, has experienced excessive drawdown of 
potentiometric surface and suffered from land subsidence due to intensive pumping of groundwater 
(IGES, 2007; Piancharoen, 1977).  

Climate change has added to the existing pressure on groundwater resources both directly and 
indirectly and rendered the only available freshwater reserve less accessible (IPCC, 2007; 
Kundzewicz and Doll, 2007). In addition to climate change, global water resources are very sensitive 
to climate variability. Climate variability represents rather reversible and periodic changes in climate 
occurring over periods of a few years to decades (Hanson et al., 2004; Gurdak et al., 2007). Impacts 
of climate variability on groundwater are however poorly understood and the relationship between 
climate variability and groundwater is more complicated than that between climate variability and 
precipitation or surface water. In shallow and unconfined aquifer systems, the response of the 
change and variation may clearly be detected. Hanson et al. (2004) and Chiew et al. (1998) found 
shallow groundwater fluctuation response to climate variation with 2- to 6-year cycles resulting from 
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El Nino/Southern Oscillation (ENSO). The periodicities of 6 to 10 years of groundwater signals may 
be related to cycles in monsoons (Gurdak et al., 2007). In addition, interdecadal variations of 
approximately 10-year to 25-year cycles may be related to the Pacific Decadal Oscillation (PDO) 
(Mantua and Steven, 2002). Very few research studies have tried to relate deep groundwater signals 
to climate change and climate variability (Tague et al., 2008; Green et al., 2011).  

In order to assess and conclude these kinds of difficulties, time series and frequency analysis are 
typically essential. A time series record of groundwater tables or piezometric levels reflects all the 
natural hydrological processes, climate change and variability, as well as any human influence on 
the subsurface environment. Therefore, inverse analysis of groundwater time series should provide 
the input and the response information about history, current and future states of the system. This 
information has become increasingly important with growing utilization and management. As a result, 
a number of applications of time series methods have been applied in several groundwater studies 
to analyze groundwater record in response to individual stresses (Ganoulis and Morel-Seytoux, 
1985; Gurdak et al., 2007; Aflatooni and Mardaneh, 2011; Perry, 1994; Perry and Hsu, 2000; Yu and 
Chu, 2012). A systematic methodology is often required for both local and regional assessments and 
must allow for decomposition, time series and frequency analysis and comparison across data types 
and frequencies, across hydrologic settings and across different basins (Hanson et al., 2004).  

A concrete and logical decomposition method will isolate and quantitatively assess the impacts of 
individual factors on groundwater and establish the linkage and complexity among those factors, e.g. 
hydrologic processes and climatic variability (Hanson et al., 2004; Mayer and Congdon, 2008). 
Typically, signal decomposition analysis may include detrending, frequency and correlation analysis. 
While various frequency analysis methods can extract the periodic information, detrending is the 
mathematical operation of removing a trend from a time series and is often applied to remove a 
feature that may have a long-term effect on the series such as groundwater withdrawal and 
application of groundwater for irrigation that may in turn distort some imbedded cyclic signals (Prinos 
et al., 2002; Hanson et al., 2004; Gardner and Heilweil, 2009). Correlation methods between original 
groundwater time series or extracted time series and other climatic time series can then provide the 
linkage between the parameters and some future prediction for integrative water resource 
management. This analysis requires not only long-term groundwater monitoring network (Taylor and 
Alley, 2001) and a systematic decomposition but also a reasonable detrending method for 
groundwater time series. In studying and extracting a trend, many alternative methods are available 
for detrending and so it is important to understand the effects of different detrending methods on the 
spectral properties of the residual time series. Different detrending methods may yield unique sets of 
periodic patterns, which in turn could result in the mistaken assessment of climate variability on 
groundwater signals. Therefore, this work aims to present a systematic method of groundwater 
signal decomposition and emphasizes certain widely used detrending methods and their 
consequences on the other components of the time series. 
 
2. DECOMPOSITION THEORY AND LITERATURE REVIEW 
In addition to reacting as a propagating pressure wave (Serfes, 1991), a time series is a cumulative 
response with variability of time lags to different signals, such as climatic signal, e.g. temperature 
and precipitation; hydrogeological signals, e.g. discharge and recharge; and anthropogenic signals, 
e.g. pumping and reservoir operation. Therefore, inverse or decomposition of groundwater time 
series into elemental components is a substantial step in identifying and quantifying individual 
natural and anthropogenic effects on historical groundwater data. Reconstruction of these 
components will provide means to forecast some future change due to different spatial and temporal 
degree of the factors on the groundwater signals. Past studies of groundwater data decomposition 
include recognizing the effects of climate change and variability on hydrologic cycles after 
eliminating anthropogenic effects from time series (Anderson and Emanuel, 2008; Hanson et al., 
2004; Ghanbari, 2007). Detrending methods typically are applied to eliminate the anthropogenic 
effects, e.g. those from a long-term groundwater development. Subsequently, a frequency analysis 
is performed on the detrended time series, providing the information of the cyclic response to the 
climate factors. 

A time series data refers to observations on a variable that occurs in a time sequence and these 
observations are collected at discrete but not necessarily equally spaced time intervals. The 
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classical decomposition partitions a signal into three elemental components called trend, periodicity 
and random or irregular components and can be written as 

 t mt st yt (1) 

Xt is the time series data, mt is the trend component, st is the periodic component, and yt is random 
noise or irregular component. 

The trend component typically shows a long-term increase or decrease, either linear or nonlinear, in 
the data; or is part of the data which exhibit rise and fall that are not of a fixed period. It underlies the 
tendency or the main direction, i.e. upward, downward, or upward and downward, in a time series. 
This is to account for the effect from the inertia of some processes. The periodicity component of a 
time series presents cyclic elements of the time series during the time of measurement that is 
influenced by any seasonal and periodic factors and recurs on a repetition basis. This component 
can be represented by a finite number of sinusoidal functions with different amplitudes, phases and 
periods. After the trend and periodicity patterns are removed from a time series, the remainder is the 
irregular or random component, which does not contain any fixed configuration. 

There are a number of techniques available to evaluate trends within datasets. The simplest way is 
to apply a simple linear regression analysis (Aflatooni and Mardaneh, 2011; Polemio and Casarano, 
2008) or some low-order polynomial regression (Gurdak et al., 2007; Gardner and Heilweil, 2009). 
However, fitting a simple linear model to a groundwater time series can be questionable, especially 
when the groundwater data normally show a highly nonlinear pattern (Shao et al., 1999). Moving 
average, e.g. a 12-month moving average, is an alternative detrending method to remove small-
scale structures, e.g. noises, and short periods from a time series. This windowing technique 
removes short-term variations (fluctuations within the interval) and emphasizes long-term trends of 
the data. Therefore, if a moving average has a sufficient averaging interval, the smoothed data can 
be considered as a trend. A trend detection using moving average low pass filter (Kiely, 1999) is 
given by 

  t 
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 t  

2
 ∑  t  
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where Xt is the variable at year t and L is the interval of moving average, j varies from –(L-1) to (L-1). 
This window averaging method smoothes out high frequency cycles and some irregular components 
from the original time series (Ngongondo, 2006).However, the problem of overfitting data should not 
be overlooked. Overfitting occurs when a model describes some cyclic patterns instead of underlying 
trends. 

Periodicities of groundwater time series have been reported in a number of studies. Gurdak et al. 
(2007) show subsurface responses in cyclic patterns related to ENSO (2-6 years) and PDO (10-25 
years), while Shah (2009) finds much shorter cycles relating to pre- and post-monsoon seasons on 
the groundwater levels in an irrigation area in India. Methods of spectral analysis are typically 
applied to study the periodic properties of a time series, e.g. economic variable or hydrologic data 
over frequency spectrum, i.e. in the frequency-domain. The obtained power spectral distribution 
describes how the monitored variable can be decomposed into a variety of sinusoidal components 
with various periodicities or frequencies. Singular spectrum analysis developed by Vautard et al. 
(1992) was applied for regional hydroclimatic assessment of the southwestern USA in the works of 
Hanson et al. (2004) and Gurdak et al. (2007). Box-Jenkings time series method developed by 
Pankratz (1983), was used to forecast future groundwater fluctuations (Aflatooni and Mardaneh, 
2011).  

Among the frequency-domain methods, the Fourier series analysis is widely used to break down a 
single signal into constituent sinusoids of different frequencies (Oppenheim et al., 1997). Each 
sinusoidal component is represented by amplitude and a phase and the summation of all cyclic 
components determines the relative contribution of that frequency component to the entire signal. 
With the Fourier analysis, the signal is then transformed from a time-based to a frequency-based 
representation (Cohen, 1995). After separating trend and period components, the residual is termed 
noise which could be caused by a variety of influences including observation errors, measurement 
errors from data-logging equipment, and unaccounted high frequencies components, e.g. tides or 
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seasonal variations (Bhar and Sharma, 2005; Nagpaul, 2005). These influences, either alone or in 
combination, are commonly small compared to other components.  
 
3. STUDY AREA 
Hydrogeologically, the Lower Chao Phraya basin is located in the Upper Tertiary to Quaternary 

strata of the Lower Central Plains of Thailand (Figure 1). The aquifers consist mainly of sands, 
gravels, and minor clay lenses of Pliocene-Pleistocene-Holocene geological age and can be zoned 
into eight principal confined aquifers separated by apparent thick confining clay layers (Piancharoen, 
1977; Piancharoen and Chuamthaisong, 1978). This subsurface sequence is overlain by the 
Holocene Bangkok Clay. The depth of this aquifer system is approximately 500 meter. The main 
recharge to this aquifer system is from the Middle Chao Phraya basin hydraulically connected to the 
Lower basin. Widespread exploitation of groundwater for urban water-supply has commenced in the 
1950s and the primary targets for water well construction were the 2

nd
, 3

rd
 and 4

th
 aquifers in the 

depth range 100-250 meter below the ground surface (Babel et al., 2007). This groundwater 
resource exploitation caused massive drawdowns of the groundwater levels and vast land 
subsidence over much of the Greater Bangkok area. This aquifer system is however still identified as 
the largest source of groundwater in the country and is located in the most populated region in 
Thailand. 
 

 
 

Figure 1. Hydrogeologic setting of the study area of Thailand’s  ower Chao Phraya basin 
(Lorphensri, 2011) 

 
There have only been a handful of studies analyzing climate and rainfall variations in Thailand 
(Kusreesakul, 2009; Limsakul et al., 2007; Limsakul and Goes, 2008; Pratarastapornkul, 2009). 
These studies report that climate variability in Thailand is associated with periodicities in multiple 
time scales ranging from seasonal, interannual, and decadal variations. Summer monsoons, Indian 
Ocean Dipole (IOD), and ENSO have the most influence on climate in the region. The annual rainfall 
cycle in the region is in phase with the Indian summer monsoon and the western North Pacific 
summer monsoon. IOD also affects the annual rainfall and its impact varies depending on both the 
combination effect of IOD and ENSO and the strength of ENSO in the Pacific Ocean. The periodicity 
of IOD has been in the range of between one to 4 years since 1990. ENSO has a 3- to 7-year cycle, 
with a four-year average to go from El Niño to  a Niña. 

 
4. METHODOLOGY 
Time series of groundwater level is cumulative response to hydrological, hydrogeological and 
anthropogenic inputs, such as precipitation, natural recharge from surface water sources, artificial 
recharge, heterogeneity of subsurface system, and pumping (Yu and Chu, 2012). To individually 
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quantify and assess such impacts, decomposition of groundwater signal and long-term monitoring 
network are essential.  
 
Available Data 

Long-term continuous groundwater level data have been collected throughout parts of the Central 
Plain of Thailand by the Department of Groundwater Resource. The data contain records of 
groundwater depths from the ground surface at 77 observation sites throughout the study area, 
some records of which have been collected since 1921. The water level reading has been 
undertaken approximately once a month. The wells penetrate to the depths of between 50 – 250 m, 
in which groundwater was heavily withdrawn particularly between 1980 and 2004. Most bores are 
located in the urban and built-up lands. Up to the present, it is still unclear how climatic and 
anthropogenic factors could quantitatively impact this deep groundwater system, and decomposition 
of these groundwater signals is believed to be able to help answer this question.  
 

 
 

Figure 2. Selected groundwater time series from different depths and locations 
 
The first step was to select some bore records with reasonably long-term and constantly measured 
observations of water levels. This is to reduce some uncertainty that may arise from interpolation 
when a lack of available collected data during certain periods. This selection was achieved by 
scanning the water level database and classifying each bore in terms of lengths of record, beginning 
and end of record, total number of readings, and the longest data gap. Figure 2 shows the time 
series of the deep groundwater at the selected sites, namely CT7_1, CT7_2, CT31_2, CT45, 
CT26_1, and CT48_2, from varying depths in the highly pumped aquifers mentioned above. The x-
axis represents the time since the first measurement and the y-axis represents the depth of 
groundwater table in the observation wells. The groundwater at the selected locations behaves 
similarly in that the depth of groundwater continuously increased for the period of approximately 17 
years and later decreased due to the previous heavy pumping. Descriptive statistical properties of 
the deep groundwater are shown in Table 1.  
 

Table 1. Descriptive statistical properties of the selected groundwater 

 

CT7_1 CT7_2 CT31_2 CT45 CT26_1 CT48_2 

Mean 23.61 28.20 7.21 40.32 35.22 29.54 

Standard Deviation 2.28 3.07 2.25 8.95 6.33 11.39 

Kurtosis -0.27 -1.08 1.87 -1.19 -0.34 -1.48 

Skewness -0.54 0.02 1.61 -0.46 -0.11 -0.11 

Range 9.37 12.45 9.97 27.74 26.77 35.22 

Count 394 392 364 374 376 374 

 
Groundwater level measured from CT48_2 has highest standard deviation with maximum data range. 
The distribution of the selected groundwater generally has low and wide peak (negative kurtosis) 
and is left-skewed with relatively few values of low groundwater depth (negative skewness). The 
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groundwater record at CT31_2 is the exception with positive skewness and kurtosis. The total 
number of measurements of each data series is almost identical.  

Prior to the decomposition process, each time series was interpolated into monthly basis using the 
simple linear interpolation. This is because groundwater level records were somewhat measured at 
irregular intervals that ranged from monthly to bimonthly and were not recorded during certain time 
intervals. The interpolation interpolates an irregularly sampled time series into a regular spacing, as 
required by many methods for time series analysis.  

Detrending is the mathematical removal of a potential trend from a time series. Several detrending 
methods were used in this study to observe and assess the effects of various detrending techniques 
on the overall successively decomposed components. The first detrending technique followed the 
moving average low-pass filter developed by Kiely (1999) as shown in Eq. (2). The low pass filter 
averaged the selected monthly groundwater time series according to Eq. (2) over the intervals of 3, 5, 
7, and 10 years. The trend component was also achieved using low to medium order polynomial 
fitting regression (Gardner and Heilweil, 2009). In order to assess the sensitivity of different trends 
on a signal, 2

nd
, 3

rd
, 4

th
, and 5

th
 order polynomials were fitted to the groundwater signals using the 

least square error methods. These nonlinear regression lines are the trendlines and the component 
of the signals with low frequencies (high periodicities). In addition, these nonlinear trends in the data 
may represent a combination of parts of larger climatic cycles and periods of anthropogenic effects, 
detrending of the data should eliminate the parts of anthropogenic effects and climatic periodicity 
longer than half of the monitoring period. The groundwater trendlines were then correlated with the 
pumping record in each location using the cross correlation technique to examine the validity of the 
hypothesis and of the detrending methods. Furthermore, a simple technique was proposed in order 
to explore some detrending methods that might be subjected to overfitting data. 

The detrended residuals for each series were obtained by subtracting the fitting trends from the 
interpolated data over the periods of record. These corresponding residuals should exhibit some 
climate variability with short and medium length cycles, i.e. less than 15 years, which is less than 
half of the record periods. 

Autocorrelation was applied to the detrended residuals of time series. Autocorrelation (Davis, 1986) 
is a simple classical technique for time series analysis and refers to the correlation of a time series 
with its own past and future values. Positive correlation indicates a specific persistence in a physical 
system, a tendency for the system to remain in the same state from one time to the next. The 
autocorrelation function of a time series with a lag time k is defined by 

   ( ) 
1

 2(n  )
∑( t  ̅)

n  

t 1

( t    ̅) (3) 

where Xt is the variable at measured time t, n is the total observations,  ̅ is the mean of the time 

series, and 
2
 is the time series variance. The function can tell whether the data are long enough 

such that real periodicities begin to show up and the function is more commonly applied to examine 
the degree of smoothness. 

The detrended residuals were then identified for periodicity patterns in frequency response domain. 
While groundwater hydrograph is a function of time, a frequency response representation is a way of 
representing the same hydrograph signal as a frequency function. Frequency domain or spectral 
analysis is usually applied to assess the periodic variation of precipitation, streamflow, or 
groundwater levels (Perry, 1994; Perry and Hsu, 2000; Gurdak et al. 2007). The purpose of spectral 
analysis is to estimate the power (strength) of periodic components at all possible frequencies. One 
approach to spectral analysis is the Fourier analysis in which a time series is decomposed into a 
complete set of sine and cosine components with different coefficients. These components are 
sinusoidal; each with a certain amplitude and phase, and power of each periodicity is proportional to 
amplitude squared. The program called PAleontological STatistics (PAST) was used in this study 
(Hammer and Harper, 2006; Hammer et al., 2001; Harper, 1999) to perform the Fourier analysis. It 
can be shown that any evenly spaced time series of length N can be represented precisely and 
completely as a sum of N/2-1 sinusoids. The first of these sinusoids has a period of N samples, the 
second has a period of N/2 samples and until the last sinusoid has a period of only two samples. 
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The result from the Fourier series analysis on a time series signal is called the power spectral 
density or periodogram, which represents the strength of different frequencies or inverse of 
periodicities of the signal. To compare the periodograms from particular detrending methods, the first 
and second moments of the complete periodograms were computed. These moments indicate the 
periodic means and variances of the spectral distributions. Subsequently, two normal distributions 
were fitted to the spectral distributions. The attempt was incorporated into this analysis because the 
shape of most of the resulting distributions is similar to two normal distributions superposed. The 
simple superposition of two normal distributions with different means and variances was applied 
such that the best fit was obtained when the sum of the square errors between the actual spectral 
distribution and the superposed bi-normal distribution was minimized. The result of this matching 
was reported in terms of the values of two means and two variances. 
 
5. RESULTS AND DISCUSSION 

5.1. Detrending results 
Examples of fitting the groundwater time series with different detrending methods are shown in 
Figure 3 for well CT7_1 and Figure 4 for well CT7_2.  
 

  
 

Figure 3. Groundwater time series at CT7_1 isdetrended with a) low-medium order polynomial 
interpolation and b) moving average techniques 

 

  

 
Figure 4. Groundwater time series at CT7_2 is detrended with a) low-medium order polynomial 

interpolation and b) moving average techniques 
 
The 2

nd
order polynomial regression is off the actual data of both wells, while the other fitting 

techniques perform qualitatively quite well. Pearson’s correlation between the data at the selected 
six well locations and the eight trendlines is shown in Figure 5.  

Most of the regression techniques achieve the target data reasonably well with the average 
correlation of approximately 0.9 with the exception of the 2

nd
 order polynomial regression. The fitting 

method performs poorly on the time series of CT7_1, CT7_2, and especially CT31_2. In fact, all of 
the regression techniques provide poorer fitting to the CT31_2 time series than other time series. 
This can be explained by examining the distribution of the groundwater depth at CT31_2 by which 
the behavior of the groundwater system is quite irregular with high skewness and high kurtosis 
numbers (Table 1). However, the 2

nd
 order polynomial method can execute satisfactorily at wells 

CT45, CT26_1 and CT48_2.  On average, the 3-, 5-, 7- and 10-year moving averages yield the 
coefficients of Pearson’s correlation with the data of 0.97, 0.97, 0.96 and 0.93, respectively, while 
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the 5
th
, 4

th
, 3

rd
, and 2

nd
 order polynomial regressions provide the coefficients of 0.94, 0.91, 0.88 and 

0.75, respectively.  

The various trendlines were correlated with the groundwater withdrawal rates obtained from the 
Thailand Department of Groundwater Resources. 
 

 
 

Figure 5. Pearson’s correlation between actual data and various trends 
 

Figure 6 shows the correlation results between the trendlines from different detrending methods and 
pumping rates at the six selected sites.  
 

 
 

Figure 6. Pearson’s correlation between pumping rate and various trends 
 
The obtained trendlines correlate well with the pumping rates. This implies that the groundwater 
fluctuation in this region is highly influenced by the withdrawal and the detrending the data therefore 
can remove the anthropogenic effect from the groundwater time series. The 2

nd
 order polynomial 

interpolation incurs less fitting to yield the trendlines that respond to the anthropogenic effect as 
shown in the lowest correlation coefficients. The moving average techniques with the different length 
windows extract trends of groundwater signals that reflect the pumping activity satisfactorily. This 
can be seen from their comparable correlation coefficients. On average, the 3-, 5-, 7- and 10-year 
moving averages yield the coefficients of Pearson’s correlation with the data of 0.81, 0.82, 0.83, and 
0.80, respectively, while the 5

th
, 4

th
, 3

rd
, and 2

nd
 order polynomial regressions provide the coefficients 

of 0.84, 0.79, 0.78, and 0.70, respectively. In conclusion, the 5
th
 order polynomial interpolation and 
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the 7-year window moving average technique can perform better than the other detrending 
techniques. Therefore, these detrending techniques can remove the anthropogenic effect, which is 
groundwater withdrawal, from the groundwater signal. The sensitivity analysis shows that various 
detrending techniques can yield different trendlines, which some of them do not associate well with 
the withdrawal activity. 
 
5.2. Descriptive statistics of the detrended residuals 
In the previous step, detrending was performed to yield what is termed the trendlines of the selected 
time series. The trends present the main tendency of groundwater behavior in the past, and different 
detrending techniques yield different trendlines. Subsequently, the actual time series data of all the 
selected wells were subtracted by the regression trends to obtain the detrended residuals. For 
instance, Figures 7 and 8 respectively show the detrended residuals of CT7_1 and CT7_2. The 
residuals from all the detrending methods show similar up and down cyclic phase but with distinct 
values of residuals. The amplitudes of the 5

th
 order polynomial and the 3-year moving average 

methods are smallest, while those of the 2
nd

 order polynomial and the 10-year moving average 
methods are largest. 

 

  

 
Figure 7. Detrended residuals at CT7_1 with a) low-medium order polynomial interpolation and 

b) moving average techniques 

 

 

  

 
Figure 8. Detrended residuals at CT7_2 with a) low-medium order polynomial interpolation and 

b) moving average techniques 
 

The descriptive statistics of the detrended residuals from the different regression techniques of the 
selected time series are computed. The wider the window for moving average, the higher the mean, 
i.e. the mean of the residuals from the 10-year moving average is greater than that of the 3-year 
moving average. On the other hand, all polynomial regressions provide the residuals with zero mean. 
The moving average window increases and so the standard deviation. On the contrary, the lower the 
order of polynomial interpolation, the larger the standard deviation is. This is because the higher 
orders of polynomial interpolation can yield better fitting due to their greater flexibility and thus 
typically produce less deviation from the data. On average, the 3- to 10-year moving averages 
provide less discrepancy than the low order polynomial interpolations. The ultimate goal of this study, 
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however, is not to obtain the best fitting to the original data, but to link the models to anthropogenic 
effects.  
 
5.3. Model overfitting Detection 
It may appear possibly to closely match almost any groundwater signal pattern using any available 
detrending method. Generally, when the fitting model has excess degree of freedom, e.g. 5

th
 order 

polynomial interpolation or 3-years window moving averaging, it is expected that their data fitting will 
appear to perform better  than the other less-sophisticated fitting techniques with less degree of 
freedom. It is therefore important to demonstrate if the results are meaningful from the true 
underlining processes or artifacts resulting from overfitting. Overfitting is a concern in decomposition 
a signal using a detrending method because when some models too closely fit the signal and so 
may damp out some significant short term variation in any signal to produce a smoothed pattern. A 
simple method was applied here to investigate when an overfitting is an issue for any detrending on 
a groundwater time series and when a more complicated model is not resulting in better fitting.  

Figure 9 shows the correlations between the obtained trendlines and the actual groundwater time 
series and the correlations between the trendlines and the corresponding pumping rates. ‘  ’ 
represents the moving averaging techniques and “Poly” represents the polynomial interpolation. The 
correlations between the CT7_2 groundwater data and polynomial trendlines increase and so those 
trendline correlations with the withdrawal rates are. This means that when the technique has more 
degree of freedom, i.e. more sophisticated and higher order of interpolation, the technique yields the 
trendlines with higher correlation to the pumping rates. This is an indicator of matching between the 
trends and the actual underlining force and says that the trendlines represent the true anthropogenic 
effect. This phenomenon is also true when applying both moving average and polynomial 
interpolation techniques to other time series.  
 

  
 

Figure 9. Correlations of trendlines with data and those with pumping for CT7_2 and CT31_2 
 
On the other hand, when the moving average trendlines have a better fit to the original CT7_2 
groundwater data, they are less associating with the rates of withdrawals. This suggests that the 
more sophisticated detrending technique, i.e. 3-yr window moving average, overfits the data and has 
poor matching performance to the underlying anthropogenic factor, as it may exaggerate minor 
fluctuations in the data. The latter phenomenon is an indicator of overfitting the data while less 
agreeing with the pumping rates. Therefore, the potential for overfitting does not depend on the 
methods used but rather depends on the data shape, and the actual linkage between the data and 
some physical parameters, which is the withdrawal rate in this case. In general, polynomials can 
mathematically model underlying processes, although significance may be lost due to overfitting with 
high order polynomials.  
 
5.4. Autocorrelation of the detrended residuals 
The detrended residuals from different detrending techniques at the selected well locations were 
then autocorrelated. Figures 10 and 11 show examples of the autocorrelation functions of the 
detrended residuals at CT7_1 and CT7_2. The residuals from both detrending methods during the 
record period are strongly dependent upon the values of the previous months and the linkage 
diminishes with increasing time lag. This is called “memory effect”  Polemio and Casarano, 2008; 
Tomasella et al., 2008). The autocorrelation functions from the low order polynomial regression 
detrending methods are shown in Figures 10a and 11a. The autocorrelation functions of the 
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detrended residuals obtained from the 2
nd

 order polynomial interpolation have longer memory effect 
than some other higher order interpolation. Those autocorrelation functions from 3

rd
, 4

th
, and 5

th
 

order interpolations show similar memory effects with maximum correlation coefficients at the 
periods of approximately 5 and 12 years. This is an initial indicator of periodic patterns in 
groundwater time series and needs to be confirmed by a spectral analysis result.  

The autocorrelation functions from the moving average detrending methods are shown in Figures 
10b and 11b. The autocorrelation functions from the moving average methods have short memory 
effect with insignificant correlation coefficients. The autocorrelation functions of the detrended 
residuals obtained from the wider window moving average are smoother than those from the narrow 
window moving average. However, the plotted curves do not clearly demonstrate any periodicity at 
any lag time as the coefficients of the autocorrelation functions are relatively small. 

Smooth autocorrelation function with high autocorrelation coefficient of a time series generally 
implies that periodicity can be more easily detected than the function with many high frequencies. In 
this case, we might not be able to isolate the recurrence pattern (cycles) of groundwater signals from 
the residuals of the moving averages. On the other hand, the periodicity might apparently be 
identified from the detrended residuals obtained by the polynomial appro imations as the residuals’ 
autocorrelation functions are relatively smooth with high autocorrelation function values. However, 
as it will be shown later, the periodicity extracted from each method will be somewhat different. Thus, 
caution is required because the total data record is only slightly more than 30 years. Therefore, any 
periodic pattern beyond 15 years may simply be an artifact of the data sets, requiring the original 
data that are long enough such that real periodicities begin to show up. 
 

  

(a) (b) 
 

Figure 10. Autocorrelation function of the detrended residuals at CT7_1 with a) low-medium order 
polynomial interpolation and b) moving average techniques 

 

  
(a) (b) 

 
Figure 11. Autocorrelation function of the detrended residuals at CT7_2 with a) low-medium order 

polynomial interpolation and b) moving average techniques 
 
5.5. Spectral analysis of the detrended residuals 
Examples of periodogram obtained from the Fourier analysis on the detrended residuals are shown 
in Figures 12 and 13. A periodogram is the spectral density estimating the power or strength of 
periodic components at all possible frequencies.  

-1

-0.5

0

0.5

1

0 2 4 6 8 10 12 14 16

A
u
to

co
rr

el
at

io
n

Time (yrs)

2-poly trendline 3-poly trendline

4-poly trendline 5-poly trendline

-1

-0.5

0

0.5

1

0 2 4 6 8 10 12 14 16

A
u
to

c
o

rr
e
la

ti
o

n

Time (yrs)

MA3 MA5 MA7 MA10

-1

-0.5

0

0.5

1

0 2 4 6 8 10 12 14 16

A
u

to
co

rr
el

at
io

n

Time (yrs)

2-poly trendline 3-poly trendline

4-poly trendline 5-poly trendline

-1

-0.5

0

0.5

1

0 2 4 6 8 10 12 14 16

A
u

to
c
o

rr
e
la

ti
o

n

Time (yrs)

MA3 MA5 MA7 MA10



98  SEEBOONRUANG U. 

The patterns of the periodograms of the detrended residuals obtained from both methods are 
composed of one lower peak at the small periodic recurrence and one taller peak at the larger cycle. 
The polynomial regression yields more smooth and apparent modes of its periodograms than the 
moving average detrending. The periodicities obtained from the lower order polynomial regression 
are generally higher than those from the higher order approximation. This is because detrending a 
time series by applying a high order interpolation removes low frequency components with high 
periodicities. On the other hand, the narrow window moving averaging provides lower distributed 
periodicities than that with the wider window.   
 

  
(a) (b) 

 
Figure 12. Periodgrams of the detrended residuals at CT7_1 with a) low-medium order polynomial 

interpolation and b) moving average techniques 
 

  

(a) (b) 

 
Figure 13. Periodograms of the detrended residuals at CT7_2 with a) low-medium order polynomial 

interpolation and b) moving average techniques 
 
Different detrending methods provide unique strength and spectral distribution of periodicities and 
thus difference in their corresponding first and second moments of the distributions. Physically, 
these first moment values refer to the average period of recurring pattern of the groundwater 
behavior in which the groundwater fluctuates with the cycles according to these values. The lower 
the order of polynomial approximation is, the higher the means and the greater variances of the 
periodicities are. For example, the groundwater at the location CT7_1 shows different periodicities 
from the 2

nd
, 3

rd
, 4

th
, and 5

th
 order polynomial approximations. The mean cycles of groundwater at 

the locations are respectively 26.85, 15.35, 15.35, and 8.70 years, and the variations associated with 
these means referred to as variances of the distributions are 131.32, 26.56, 26.56, and 20.16, 
respectively. On the other hand, there is no distinct correlation between the first and second 
moments and the window width of the moving average.  

Most of the obtained periodograms appear quite bimodal with two strongest peaks of periodicities; 
thus, two normal distributions with different means and variances are superimposed together to 
assemble the best fit in minimizing the sum of squared errors to the actual periodogram obtained 
from the Fourier analysis. The first normal distribution fitting is attempted to fit the longer cycle and 
the second distribution fitting is aimed for the shorter cycle. The means of the first and second 
normal distributions for the different detrending methods are shown in Figures 14 and 15, 
respectively. 
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In general, the wider the window of the moving average or the lower the order of the polynomial 
approximation, the greater the means of the two periodic normal distributions are. For example, the 
periodic means of the first normal distributions at CT7_1 provided by the 2

nd
, 3

rd
, 4

th
, and 5

th
 order 

polynomial regressions are 23.39, 15.10, 15.10, and 11.98 years, respectively; the means provided 
by the 3-, 5-, 7-, and 10-year moving averages are 6.39, 10.24, 13.39 and 12.42 years, respectively. 
 

 
 

Figure 14. Means of the first normal distributions of the detrended residuals from different 
regressions of selected time series 

 

 
 

Figure 15. Means of the second normal distributions of the detrended residuals from different 
regressions of selected time series 

 
On average, the polynomial interpolation yields approximately 30% higher means of both normal 
distributions than the moving averaging technique. The first hump with large periodic mean is more 
distributed than the second hump with small periodic mean. These two means of the bimodal 
periodogram distributions indicate the average cyclic patterns of the deep groundwater in the Lower 
Chao Phraya Basin that the cyclic patterns could be from the climate variability phenomenon, e.g. 
ENSO and IOD. This needs some further research investigation. However, different detrending 
techniques show large variability of the period patterns. For example, the groundwater analysis may 
show cycles of 2 and 5 years when the 3-year window moving average technique is applied, while 
the result may conclude that the groundwater has approximately 10 and 20 years of cycles when the 
2

nd
 order polynomial interpolation is used. Therefore, caution should be exercised when apply 
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different detrending techniques as different techniques yield different cyclic patterns and may infer to 
different climate variability phenomenon. An applicable method of detrending that apply to 
decompose a set of groundwater time series should generate a trend of groundwater that correlates 
with anthropogenic effects such as pumping record and that does not overfitting the original 
groundwater time series such that all the important cyclic patterns are removed from the 
corresponding detrended residuals.  

Uncertainty in this analysis can be associated with the length and interval of the groundwater time 
series data. When the time series is not long enough, some true imbedded large cyclic signals with 
periodicity longer than half of the monitoring period can be mistakenly alleged as a part of a trend. 
Only when the data is long enough, the true periodic signals as the result of climatic effects can be 
established. 
 
5.6. Groundwater components from decomposition and implication for future management 
Figure 16 shows the different components as proposed in this study and these components are 
trend, cyclic phase and residual component. The trend component is human relating showing long 
term fluctuation as shown in Figure 6 and this work shows that this trend very likely associates with 
groundwater withdrawal during the heavily pumped period. On the other hand, the cyclic component 
possibly links to climate variability with short and medium length cycles, i.e. less than 15 years. 
Fourier analysis establishes two main periodicities in dynamics of deep groundwater in the Lower 
Chao Phraya Basin and these cyclic patterns can be attributed to the general cycles of global 
climate, Indian Ocean Dipole  IOD  and the El Niño-Southern Oscillation (ENSO). 

 

 

(a) 

 

(b) 

 
Figure 16. Trend, cyclic and residual components of groundwater time series at a) CT7_1 and 

b) CT7_2 
 
From the observation on the magnitude of the groundwater dynamics, human relating factor has 
influenced far beyond the climate variability on this deep groundwater region. However, changes in 
climate variability can be reflected in the deep groundwater hydrographs. As depictured in Figure 16, 
the magnitude of the groundwater change as the result from climate variability in this area ranges 
between 1and 2 meters, while the extent of the anthropogenic effect on this groundwater is on the 
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order of 10 meter during the period of observation. Therefore, the change in land use and human 
activities affect the groundwater more than climate variability in this region. We have selected only 
two cycles of groundwater in this study. More cyclic patterns however can be identified from the 
periodograms and this can considerably reduce the magnitude of the residual component.  
 
 
6. SUMMARY 
A total of eight detrending methods, 2

nd
, 3

rd
, 4

th
, 5

th
 order polynomial regressions as well as 3-, 5-, 7- 

and 10-year moving averages, were applied to six long-term monthly groundwater records monitored 
at stations in the Lower Chao Phraya basin in Thailand where the groundwater is dominantly 
influenced by anthropogenic effect, i.e. pumping. The correlation of the trendlines to the groundwater 
withdrawal data reveals that the 5

th
 order polynomial interpolation performs well yielding on average 

the best fitting of the trendlines linking to the human effect.  

The Fourier analysis produces the periodograms of the detrended time series from the different 
detrending techniques. The periodogram patterns of the detrended residuals obtained from all the 
methods are comprised of two bimodal distributions. The two means of the bimodal periodogram 
distributions indicate the average cyclic patterns of the deep groundwater in the Lower Chao Phraya 
Basin that the cyclic patterns could be from the climate variability phenomenon, e.g. ENSO and IOD.  

The novelty of this study are the application of deep groundwater data from the area, which has had 
long history of heavy pumping, and the sensitivity analysis of different detrending methods 
highlighting some commonly concerned overfitting issue and uncertainty derived from the empirical 
detrending approaches. Caution must be exercised when applying different detrending methods for 
decomposition. Different detrending methods can yield dissimilar periodic patterns of the original 
data, which may infer to different climate variability phenomenon. In the case of many anthropogenic 
activities influencing groundwater, it may be able to separate the original time series into a number 
of trendlines, each representing individual anthropogenic impact. The consequence key issue is to 
validate that those particular trendlines are actually the results from specific human impacts. Once 
this is justified, the prediction of the future groundwater behavior related to various human activities 
may be executed. 
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