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ABSTRACT
A GIS-based Decision Support System (DSS) was developed to select the appropriate interpolation technique used in studying rainfall spatial variability. The DSS used the ArcView GIS platform by incorporating its spatial analysis capabilities, the programming language "AVENUE", and simple statistical methods. The system consists of a series of modules and can be applied in spatial studies of other hydrological parameters. A test case from the country of Switzerland is used to demonstrate the applicability of the system. This should aid in better input to hydrological models.
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INTRODUCTION
The analysis and interpretation of spatial data sets forms an important part of geostatistics and is, unfortunately, highly human dependent (Genton and Furrer, 1998). For instance, it is well known that different individuals will take different approaches, yielding a large assortment of distinct solutions. It is often the case where judgement and experience play a key role in selecting the proper spatial interpolation technique for each individual case (Englund, 1990). This is partly due to the variety of available spatial interpolation methods, which range from simple intuitive predictions to more sophisticated and complex procedures (Cressie, 1991). Estimating both rainfall at ungaged locations and mean areal rainfall over an area (e.g. a catchment) based on the results of meteorological observations, motivated the development of gridded estimates of precipitation to provide inputs to spatially distributed
hydrologic and management models. Although there are numerous articles have been written that are concerned with spatial interpolation, there is little or no agreement among the authors on the superiority of some techniques over others. Additionally, the increasing interest in Geographic Information Systems (GIS) with their broad usage and popularity, made it crucial to simply investigate the credibility and applicability of the different ready-to-use spatial interpolation techniques that are embedded in those systems. Generated with that in mind, this work has also been inspired by the Journal of Geographic Information and Decision Analysis initiative's special edition on spatial interpolation (Spatial Interpolation Comparison SIC97).

**APPROACH AND PROCEDURE**

Variability is often a result of changes in conditions under which observations are made, differences in the way people do the work, difference in process variables, difference in environmental factors, the measurement system, or sampling. Statistical techniques are used to describe and understand variability. To provide a basis of comparison between the different techniques/models in this work, simple statistical methods are adopted. Since the method is data-driven and fully automated, it does not require preprocessing. This could be of value in an emergency situation where rapid, yet justifiable, results are required. At first, the concept of an objective function has to be established. This is normally followed by defining the constrained optimization of that function. The process initiates by randomly eliminating some of the available gages. The different interpolation techniques are then applied to estimate the "unobserved/missing" values on the basis of the "observed/remaining" ones. The purpose of the random selection of gages, which in this case takes the form of twenty tries, is intended to overcome the problem of outliers, if they exist. Experience shows that measured data contains between 10 to 15 per cent of outlying values due to gross errors, measurement mistakes, and faulty recording. Identifying and rejecting, or removing, outliers is highly opinion dependent and is not normally recommended since they, being extremes, represent critical cases or worst case scenarios. The errors/residuals at the unobserved/ungaged locations are then calculated as the difference between observed and estimated values and categorized as positive and negative residuals. If the absolute value of the sum of the positive residuals is greater than the absolute value of the sum of the negative residuals, it implies that the observed values are greater than estimated ones. The model is then said to be *underestimating*. If the absolute value of the sum of the positive residuals is less than the absolute value of the sum of the negative residuals, it implies that the estimated values are greater than observed ones. The model is then said to be *overestimating*. At the second phase, three values are calculated for each technique. The errors at the ungauged (unobserved) locations are grouped in one column as absolute values, where the mean and the standard deviation are calculated as follows:

\[
\bar{e} = \frac{1}{n} \sum_{i=1}^{n} |x_{\text{obs}} - x_{\text{est}}| \quad (1)
\]

\[
S = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (|e_i| - \bar{e})^2} \quad (2)
\]

where: \(\bar{e}\): the mean of absolute residuals, \(x_{\text{obs}}\): the observed value of rainfall, \(x_{\text{est}}\): the estimated value of rainfall, \(n\): the number of observed/estimated value (sample size), \(S\): the standard deviation, and \(|e_i|\): the absolute value of the individual residual.

Generally, for a model to be considered satisfactory, the mean (\(\bar{e}\): MeanAbsErr) and standard deviation (\(S\): StDevAbsErr) of the absolute values of residuals are expected to be as low as possible among the other techniques. From the rain surface (grid), which is generated using the observed values, the average value is calculated as the sum of the rain values at each grid cell divided by the total number of cells in the grid. This represents the mean areal precipitation (MeanEst). The average of the observed values at all locations (observed and unobserved) is then calculated (MeanObs). A good model should generate a value (MeanEst) that matches (or be as close as possible to) the (MeanObs) and the difference between these two values is minimal. The difference is then calculated (Diff). The main criterion for judging the best model for each run is based on the minimum value obtained by averaging (Avg) the values (Diff, MeanAbsErr, StDevAbsErr),...
assuming equal weights for all. The twelve techniques are ranked accordingly from best (MinAvg) to the worst (MaxAvg) in addition to many other statistics in a report format.

**SPATIAL INTERPOLATION METHODS IN A GIS**

The following is a description of the interpolation techniques available in ArcView GIS 3.2.

**Spline (Regularized & Tension):**

Spline interpolation consists of the approximation of a function by means of series of polynomials over adjacent intervals with continuous derivatives at the end-point of the intervals. Smoothing spline interpolation enables to control the variance of the residuals over the data set. The solution is estimated by an iterative process. It is also referred to as the basic minimum curvature technique or thin plate interpolation as it possesses two main features: (a) the surface must pass exactly through the data points, and (b) the surface must have minimum curvature. The reader is referred to Franke (1982) and Mitas and Mitasova (1988) for further reading about the technique.

**Inverse Distance Weighting (IDW):**

Inverse Distance Weighting (IDW) is an interpolation technique in which interpolated estimates are made based on values at nearby locations weighted only by distance from the interpolation location. IDW does not make assumptions about spatial relationships except the basic assumption that nearby points ought to be more closely related than distant points to the value at the interpolate location. This technique determines cell values using a linearly weighted combination of a set of sample points. The weight is a function of inverse distance. IDW allows the user to control the significance of known points upon the interpolated values, based upon their distance from the output point. The reader is referred to Tung (1983) and Watson and Philip (1985) for further reading about the technique.

**Kriging**

Kriging provides a means of interpolating values for points not physically sampled using knowledge about the underlying spatial relationships in a data set to do so. Variograms provide this knowledge. Kriging is based on regionalized variable theory which provides an optimal interpolation estimate for a given coordinate location, as well as a variance estimate for the interpolation value. It involves an interactive investigation of the spatial behavior of the phenomenon before generating the output surface. It is based on the regionalized variable theory, which assumes that the spatial variation in the phenomenon is statistically homogeneous throughout the surface; that is, the same pattern of variation can be observed at all locations on the surface. This hypothesis of spatial homogeneity is fundamental to the regionalized variable theory. Data sets known to have spikes or abrupt changes are not appropriate for the Kriging technique. In some cases, the data can be pre-stratified into regions of uniform surface behavior for separate analysis. The reader is referred to Burrough (1986); Heine (1986); McBratney and Webster (1986); Oliver (1990); Press (1988); and Royle et al. (1981) for further reading about the technique.

**Trend Surface**

The linear trend surface interpolator creates a floating-point grid. It uses a polynomial regression to fit a least-squares surface to the input points. It allows the user to control the order of the polynomial used to fit the surface. Trend interpolation is easy to understand by considering a first-order polynomial. A first-order linear trend surface interpolation simply performs a least-squares fit of a plane to the set of input points. Trend surface interpolation creates smooth surfaces. The surface generated will seldom pass through the original data points since it performs a best fit for the entire surface. When an order higher than 1 is used, the interpolator may generate a grid whose minimum and maximum might exceed the minimum and maximum of the input points. The most common order of polynomials is 1 through 3. The reader is referred to Chidley and Keys (1970); Shaw and Lynn (1972); Lee et al. (1974); and Kruizinga and Yperlaan (1978) for further reading about the technique.

**Theissen Polygons**

Another choice given in the software for coding based on the value of a chosen attribute of the seed feature. This is appropriate if we wish to define the "region of influence" of a point or line. The region of influence is based on "nearest neighbours" to the point or line. The region of influence for a series of points is represented by a
set of polygons encoded with the nominal value for each point. These polygons are referred to as Thiessen Polygons or collectively as a proximal map. Thiessen (1911) came up with the first technique to estimate areal average precipitation. Thiessen polygons are probably the most common approach for modeling the spatial distribution of rainfall. The approach is based on defining the area closer to a gage then any alternate gage and the assumption that the best estimate of rainfall on that area is represented by the point measurement at the gage. Because the basis of the model is geometry and gage location, implementation of Thiessen polygons in a GIS environment is not difficult. However, one impact of the use of Thiessen polygons is the development of discontinuous surfaces defining the rainfall depth over the area under study. This effect arises at the boundaries of the polygons where a discrete change in rainfall depth occurs (Ball and Luk, 1998). The reader is referred to Whitmore et al. (1961); Rainbird (1967); Hutchinson (1969); Diskin (1969); and Diskin (1970) for further reading about the technique.

As a result, and to summarize, the twelve spatial interpolation techniques employed in this study are listed in Figure 1.

**TEST CASE**

The module is applied to a group of raingages in Switzerland to illustrate its applicability. Switzerland lies at the heart of Western Europe and covers an area of 41,284 km². A Digital Elevation Model and some interpolated rain surfaces (interpolated from observed values using different techniques) are shown in Figure 1. The data set being used is related to the period of Chernobyl Nuclear Power Plant accident (April, 26th 1986) (Dubois, 1998). During the days following the accident, a radioactive plume, led by the action of atmospheric flow, was crossing many European countries. Radioactive deposition on the ground was mainly a function of the rainfall. The primary set of data includes 467 daily rainfall records made in Switzerland on May 8th 1986. The collection of the data was carried out by the Air Pollution Group at Imperial College in London under financial support of JRC-Ispa.
The location of the data points was also provided. Both Digital Elevation Model (DEM), with a resolution of around 1 km * 1 km, and the country border, used to define the area under study, were provided as secondary information. The rainfall measurements were in the form of text files, the DEM in the form of a normal ASCII ARC/INFO format, and country borders were available as an AutoCad Interchange Drawing file.

STRUCTURE AND DESCRIPTION OF THE PROJECT

A Geographic Information System can be more powerful when some added features, represented in this case by statistical methods, are combined with its many capabilities, as described above, resulting in the generation of a good decision support system. This GIS module, as shown in Figure 2, was developed in the ArcView GIS environment using AVENUE (the ArcView programming language). The programming language AVENUE provides a well-defined mechanism for allowing user-written routines to be called from within the normal user interface of the GIS package. In addition, this language also provides a menu-driven graphic interface, which makes it possible to guide a user with prompts and explanations throughout the application. The Dialog Designer and Spatial Analyst extensions are loaded to the ArcView project.

The project is composed of AVENUE scripts, dynamic link libraries (dlls), and designed dialogs. The scripts were mainly created by the authors. In some cases, however, they were modified versions of scripts that existed in the ArcView on-line help. As the name implies, the "makedir.dll" and "deldir.dll" dynamic link libraries were built to create and delete directories without the use of batch files. A dialog, created for the convenience of the user, included all spatial interpolation techniques available in ArcView but not available in the normal interface of the program. The developed module allows for one-/multi-process interpolation. The main module uses four main pieces of information to perform its task and generate the new network: the location of gages, rainfall data, region boundary, and a Digital Elevation Model and it consists of five sub-modules:
Module 1: ReadMe
This module documents the project by informing the user of the different parts of the main module using many graphic illustrations. It can be viewed as either a Word Perfect Document (help.wpd) or an HTML (help.htm). The advantage of the HTML is that it provides links to all AVENUE scripts and examples of output tables and text files.

Module 2: Data Preparation
This is a five-step module that prepares the project for modules to follow. The data input requirements for this module include information on the boundary of the region, the Digital Elevation Model, and the data and location of raingages.

DXF to Shapefile Converter
In many cases, data is provided as AutoCad drawing files (for example: dxf files) which must then be converted to ArcView Shapefiles.

Polyline to Polygon Converter
After converting the AutoCad drawing file to an ArcView shapefile, the user should convert the resultant "polyline" shapefile into a "polygon" shapefile, which will be used in a later step.

Import Grid from ASCII Format
A grid, DEM in many cases, will be saved in the ASCII ARC/INFO format. In this case, it has to be imported into an ArcView grid format.

Grid Clipping
An area has to be extracted (clipped) from the original imported grid from the previous step in order to calculate mean areal rainfall or mean elevation over a specific region. The clipping process (as shown in Figure 3) is accomplished by using the "polygon" shapefile generated in step 2 and the imported grid from step 3.
Generate Shapefile from a Database File

A database file that contains information about location of raingages and amounts of rainfall can be converted to a "point" shapefile and added to the project. It should be noted that this module was created specifically for the purpose of this study. If all input requirements are satisfied and the data is in the proper format, there is no need to go through the five steps.

Module 3: Interpolators

This is a key four-step module that is responsible for executing many tasks as shown in Figure 4, where a number of gages are selected randomly and a rain surface (grid) is generated. The remaining number of gages (the unselected ones) is then projected on the generated grid, and estimated values for rainfall at those locations are then extracted. A comparison between the observed and estimated precipitation values is held and the residu-
als/errors are calculated. The results of the comparison are summarized in a text file and a database file from which illustrative charts can be generated if desired. The last item of the module generates Theissen polygons for the selected gages.

**Random Selection**
In this step, the user is prompted to enter the required number of gages that should be randomly selected. The result is two shapefiles. One represents the selected gages and the other represents the unselected ones.

**Spatial Interpolation (ONE)**
The user is presented with the interpolation dialog (Figure 5) described earlier so that they may select the type of interpolation technique they will be using to generate the rain surface from the selected gages (as shown in Figure 6).

**Statistics**
This task is executed on the shapefile of the unselected gages. There is some interaction between the user and the program. The user is prompted by some messages and a text file and a database file are then generated, as shown in Figure 7, in the working directory.

**Theissen Polygons**
This task is executed on the shapefile of the selected gages. The mean areal rainfall will be calculated and presented to the user.

**Module 4: Spatial Interpolation (MANY)**
This module is an extended (advanced) version of module (3), where the user interference is minimized. It simply generates grids using all the spatial interpolation techniques available (including Theissen polygons) by using the shapefile of the selected gages. Twelve grids are then generated using the interpolation techniques and the estimated values are compared to the observed values of the unselected gages. The result is a text file and twelve database tables. Each table represents the results of each interpolation technique in the same sequence as in the text file. At the end of
of the text file, the different interpolation techniques are ranked from the best to the worst according to their performance.

**Module 5: Automated Interpolation Operations**

This module is an advanced version of module (4) with the least interference from the user. Three inputs are required from the user at the start of the operation: the number of iterations, the cell size, and the number of gages to be randomly selected, and the files DEM, Rain.shp, and Country.shp as shown in Figure 8. The main script, when executed, opens new views that are equal to the number of iterations specified by the user. It also generates new working directories for each one of the views inside the main working directory "C:\Inter", sets the properties of the views (map units and distance units), sets the analysis properties (extent, cell size, and mask), and copies the necessary themes (Rain.shp, Country.shp, and DEM) from the main view to the other views. The main script, then, triggers another script which, in turn, opens each of the views and performs the random selection of the gages according to the number that was initially specified by the user. A third script is run from within the second, which is responsible for opening each of the previously generated views and performing the spatial interpolation task using the different methods and generate the text file, as shown in Figure 9, and the 12 database files. All output files are located in the respective working directory of each view, each of which is named after the view (i.e. all work done in view1 is stored in the sub-directory "C:\Inter\View1"). In many cases, the user will choose to terminate the run. For example, if the technique is not suitable for a certain data set or the user would like to run the same case with different cell size, the run may be terminated. The user will then choose to resume execution without generating new views or new shapefiles. At this point, the menu item "Continue Operations ..." may be used to work with the existing files. This menu item is attached to the script "Inter_Continue" which will run the script "Inter_Continue1" or it will run the script...
"Inter_DifferentCellSize" if the user would like to run the "Automated Operations" using different cell size on multiple views that had been previously generated.

**Project Accessories**

The project is equipped with more scripts that are automatically executed upon opening and closing the project. They perform additional functions which are intended to facilitate the project/user interaction and results presentation.

**EXECUTION**

Speculating that the cell size and the number of available gages may influence the ranking of the interpolation techniques, a total of 12 runs were performed. The first 4 runs were done using only 40% of the available gages (187 out of 467 gages) as observed records with a cell size of 500m, 1000m, 5000m, and 10000m. The second set of 4 runs used 60% of the available gages (280 out of 467 gages) as observed records with a cell size of 500m, 1000m, 5000m, and 10000m. The third and final set of 4 runs used 80% of the available gages (374 out of 467 gages) as observed records with a cell size of 500m, 1000m, 5000m, and 10000m. Each of the 12 techniques was then evaluated based on the average value of the 20 tries within each of the 12 runs. The evaluation was done on a scale of "0" to "10" with "10" being a perfect technique which means the smallest average value for the 20 (Avg) values; while a "0" is the worst tech-
nique which means the largest average value for the 20 (Avg) values.

RESULTS
Relying on the multiple random selection of gages to eliminate the effect of any errors or outliers, no statistical data preparation or preliminary analysis was done. Descriptive statistics were employed to provide inferences for the different models. The module output takes various forms:

1. Visual Grids (Surfaces): as shown in Figure 10, where the user can see the distribution of selected (solid dots) and unselected gages (x-marked locations). In addition to this, the different techniques can be visually compared to each other.

2. Text Files (Report Format): as shown in Figures 7 and 9, the user is able to obtain permanent records of the various runs for comparison purposes with helpful statistics listed for each technique. In addition, the techniques are listed in performance sequence.

3. Database Files: as shown in Figure 7, database files are permanently stored and from which plots can be generated (as shown in Figure 11). This confirms the results previously obtained in the text (report) format in Figure 9.

Generally, the results are shown in Figure 12, where the horizontal axis represents the interpolation techniques in the same order as in Figure 1 and the vertical axis represents the 0-to-10 scale.
Figure 8. Module 5 - Automated Interpolation Operations

- Digital Elevation Model (DEM)
- Cell Size (c)
- Rain.shp (point theme) including “NR” records
- No. of randomly selected gages “NS”
- Country.shp (polygon theme)
- No. of trials (n)
- NS < NR
- No
- Yes
- AUTOMATED INTERPOLATION OPERATIONS
- (n) text files
- (n)12 database files
- No. of Views = (n) with each view having:
  1- its own working sub-directory with the same name of the view created under the main working directory of the project
  2- its “View Properties” set (such as map units and distance units) according to the main view (normally View1)
  3- the following themes:
     a. DEM
     b. Rain.shp
     c. Country.shp
     d. Randomly selected gages [NS.shp]
     e. Unselected gages [(NR-NS).shp]
Figure 9. Module 5 - Automated Interpolation Operations (Output: Interp1.txt)
The following can be concluded:

a. the Spline-Regularized and the 2nd Order Polynomial techniques showed poor performance in almost all cases.

b. Theissen Polygons and Kriging (Linear; Gaussian; Circular; Universal_2) techniques fluctuated from one case to the other.

c. the Spline_Tension, IDW, and Kriging (Spherical; Exponential; Universal_1) techniques were able to provide reliable estimates. The Kriging Exponential and Kriging Universal_1 models are recommended.

Results show that changing the cell size of the interpolated grid did not significantly affect the classification/rank of the interpolation techniques when using small number of gages (187 gages), as shown in Figure 13a, except for the Theissen polygons method which dropped on the scale significantly when a cell size of 10000m was used. However, by increasing the number of gages, the cell size started to show a more noticeable influence as some techniques show higher performance while the others show lower performance.

It should be noted that the 2nd order polynomial (technique 11) did not respond to any changes throughout the analysis. It was always ranked 12. Figure 13b shows that changing the number of gages used in the interpolation when using a cell size of 10000m did not have any effect on the performance of the different techniques. It is clear that increasing the number of gages available for interpolation enhanced the performance of the techniques except for three techniques: Spline-Regularized, Spline_Tension, and Theissen Polygons. Because Spline tries to fit a smooth surface that passes through the points, increasing the number of gages does not help the technique especially if there is abrupt changes in rain records, resulting in erratic estimated values. For Theissen polygons, as the number of gages increases, the size of the polygons decreases and their count increases resulting in erratic estimated rain values.

**DISCUSSION**

This network is a relatively dense network with a density of one gage/88.4 km² and it records daily
Figure 11. Residual Plots as well as Observed vs Estimated Rainfall Values for Four Interpolation Techniques
precipitation. Due to the high variability normally associated with daily precipitation records and the high density of the network, it is likely that techniques such as Trend and Spline-Regularized would not provide nice estimates. Trend surfaces are always smooth surfaces which do not normally pass through the original data points but performs a best fit for the entire surface. In other words it provides an approximate direction of the intensity of rain rather than an accurate description of the spatial variability of rain. On the other hand, surfaces generated using Spline-Regularized try to pass through the original data points which, in this case, is not suitable because of the rapid changes in gradient/slope in the vicinity of the data points. However, Spline_Tension is a more relaxed version of Spline which could fit a less smooth curves. Kriging is generally a good interpolator. The Ordinary Kriging is represented in this case by the Spherical, Circular, Exponential, Gaussian, and Linear methods. With these options, Kriging uses the mathematical function specified by the method to fit a line or curve to the semi-variance date in the semi-variogram. These five models are provided to ensure that the necessary conditions of the variogram model are satisfied. The Exponential and Spherical methods seem to better fit the spatial variation of this data set. The Universal Kriging, represented by the Universall and Universal2 methods, assumes that the spatial variation across the surface has a structural component (drift). Drift is a systematic change in the cell values at a particular scale. This scale is related to the radius of the search area. The goal is to change the search radius to find the scale at which the drift can be detected and the variance is lowest. Universall uses a first order polynomial to approximate the drift and Universal2 uses a second order. The first derivative (Universal1) was appropriate for this specific application.

Figure 12. Performance of All Interpolation Techniques.
Figure 13a. The Effect of Changing the Cell Size on the Performance of the Interpolation Techniques.
Figure 13b. The Effect of Changing the Number of Gages Used for Interpolation on the Performance of the Interpolation Techniques
Theissen polygons and IDW techniques are known to provide good results when used for relatively dense networks as in this case. However, increasing the number of gages can be problematic for the Theissen polygons technique. It should be noted that repeated runs for different data sets is required to verify the results obtained. For example, wet, moderate, and dry conditions; hourly, daily, monthly, and yearly data; short and long term average; ...etc. The one available data set used as a test case in this study does not provide enough evidence that certain techniques are better than others.

CONCLUSION

No interpolation technique, no matter how sophisticated, can accurately predict rainfall amounts at ungaged locations and, subsequently, estimate mean areal rainfall. This work establishes an approach by using GIS and historical data to locate the best technique. It should be noted that the selection of a given method to be used in cases of emergency should be based on comparisons dealing with more than one data set. Rainfall data from different days, months, or years are likely to behave differently under various meteorological conditions. Performances of a method applied to a partial data set are likely to be different from performances of the same method with a larger data set. By taking a sample of the data set, the problem scale is changed, and the boundary between large and small scale variation is modified. For that reason, data sets with different sizes are recommended. Finally, it is highly advisable for any country or region to obtain data from the closest parts of neighboring countries or at least to have as many data as possible from locations within the country/region. Based on the one data set available for this study, it was clear that the Kriging_Exponential and Kriging_Universal_1 models showed consistent performance and provided reliable estimates regardless of the number of gages or the cell size used in the interpolation.
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